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## Abstract

This thesis analyzes the erosion phenomena present in helicon plasma sources. These are electrodeless radiofrequency plasma generators which are able to produce high-density plasmas with low and moderate input power levels. They have increasingly found research and industrial applications ranging from fundamental physics research, material processing, electric space propulsion and fusion-related research. The fact that they excite the plasma through an external antenna and possess an axial magnetic field containing the plasma is believed to prevent erosion interactions with the plasma-facing surfaces, yet this claim has not been critically assessed.

An analytical steady-state model is presented capable of estimating the 2 D distribution of the plasma in cylindrical helicon plasma sources, as well as the acceleration of ions through the sheath and the corresponding sputtering phenomena in the boundary confinement surfaces. The model is validated through comparison with published experimental data from a variety of relevant helicon plasma sources, and is then used to estimate the erosion rates in the boundary surfaces of the VX-CR research helicon experiment. Results are analyzed and the strengths and limitations of the model are discussed. The highest erosion rate estimates were obtained for the upstream closed end of the cylindrical helicon device, followed by the erosion produced through RF capacitive coupling under the location of the external antenna straps, and then the erosion produced by the acceleration of ions through the DC sheath elsewhere in the inner surface of the cylindrical containment tube.

From these results, three main erosion modes in helicon plasma sources are identified and discussed. They are the acceleration of ions through the DC sheath, the effects of the RF capacitive coupling under the helicon antenna straps, and the contact or intersection of the magnetic field lines with the boundary surfaces. Potential mitigation strategies are introduced and discussed. These include the control of the distribution of key plasma parameters such as temperature and density, the proper configuration of the geometry and intensity of the magnetic field, and potentially the use of physical mitigation means such as Faraday shields. Perspectives are presented regarding remaining gaps in the understanding of these phenomena, and opportunities for future research.

Keywords: helicon plasma, surface, erosion, sputtering, model, simulation.

## Resumen

Esta tesis analiza los fenómenos de erosión presentes en las fuentes helicoidales de plasma. Estas consisten en generadores de plasma mediante radiofrecuencia y carentes de electrodos, que son capaces de producir plasmas de alta densidad a partir de niveles de potencia de entrada bajos y medianos. En forma creciente, han encontrado aplicaciones industriales y académicas que abarcan desde la investigación en física básica, el procesamiento de materiales, la propulsión espacial eléctrica, e investigaciones relacionadas con la fusión nuclear. Se cree que el hecho de que excitan el plasma a través de una antena externa y que poseen un campo magnético axial conteniendo al plasma les permite reducir las interacciones de erosión con las superficies internas, sin embargo esta afirmación no ha sido evaluada críticamente.

Se presenta un modelo analítico de estado estable, capaz de estimar la distribución 2 D del plasma en fuentes helicoidales de plasma cilíndricas, así como la aceleración de los iones a través de las regiones de apantallamiento eléctrico y los correspondientes fenómenos de pulverización catódica en las superficies de confinamiento. El modelo se validó a través de comparación con datos experimentales publicados provenientes de una variedad de fuentes helicoidales de plasma relevantes, y se utilizó posteriormente para estimar las tasas de erosión en las superficies de confinamiento de la fuente helicoidal experimental VX-CR. Los resultados fueron analizados, y las fortalezas y debilidades del modelo fueron discutidas. Las tasas de erosión estimadas más altas se obtuvieron para el extremo cerrado ubicado 'aguas arriba' en la fuente helicoidal cilíndrica, seguido de la erosión producida a través del acoplamiento capacitivo por radiofrecuencia (RF) bajo la ubicación de las terminales de la antena externa, y luego por la erosión producida gracias a la aceleración de los iones a través de la zona de apantallamiento de corriente directa (CD) en las restantes superficies internas del tubo de contención cilíndrico.

A partir de estos resultados, tres modos principales de erosión en las fuentes helicoidales de plasma se identificaron y se discutieron. Estos son: la aceleración de los iones a través del apantallmiento CD, los efectos del acoplamiento capacitivo por RF bajo las terminales de la antena helicoidal, y el contacto o intersección de las líneas del campo magnético con las superficies de frontera. Se introdujeron y discutieron potenciales mecanismos de mitigación. Estos incluyen el control de la distribución a parámetros claves del plasma como la temperatura y la densidad, la adecuada configuración de la geometría e intensidad del campo magnético, y potencialmente el uso de mecanismos fisicos de mitigación como pantallas de Faraday. Se presentan perspectivas sobre las brechas remanentes en el entendimiento de estos fenómenos, así como oportunidades para futuras investigaciones.

Palabras clave: plasma helicoidal, superficie, erosión, pulverización catódica, modelo, simulación.

## Chapter I

## Introduction

## I.I. Context and Overview

Plasma is the scientific term used to describe the state of matter where a sufficient number of charged ionized particles coexist, large enough that the plasma exhibits collective behavior due to their presence. It is considered one of the fundamental states of matter, and the majority of the known universe exists as a plasma. The Sun, the stars and many other astronomical entities consist of plasmas of different configurations. On Earth, lightning and the auroras at the polar regions are some of the natural phenomena associated with plasmas and their particular behavior.

The ability to create artificial plasmas for research purposes and for practical applications has given birth to the fields of plasma physics and plasma engineering. Today, plasma technology is essential for a large variety of commercial and industrial applications. These include the manufacturing of most integrated circuits (ICs) for electronic devices such as smartphones, tablets and computers; material processing applications, including the treatment and cutting of metals and surface treatments for components of advanced medical devices; lightning applications, such as fluorescent and neon lamps; and automotive applications such as the ignition systems for internal combustion engines. Even newer applications of plasmas for practical purposes include their use to modify or affect organic living tissue, for applications in agriculture as well as the novel field of human plasma medicine. Within the energy industry, the development of sustainable nuclear fusion has been a long goal of the plasma physics community, with the promise of providing abundant, carbon-free energy in a high-density configuration without the existing drawbacks of nuclear fission reactors. Another promising application of this technology is the field of electric space propulsion, where plasmas are used for the production of thrust in spacecraft with efficiencies much higher than traditional chemical rocket engines.

In order to produce these artificial plasmas for terrestrial applications, a plasma source is required. They consist of a mechanism to couple energy into a neutral gas, in order to ionize it to a sufficient degree that it becomes a plasma. Most plasma sources couple electrical energy into the plasma discharge. This can be achieved through electrodes or cathodes that produce an electric arc, or through electromagnetic waves which resonate with the charged particles
in the plasma.
This thesis focuses on a particular class of plasma sources, the belicon plasma sources. They exploit the specific properties of helicon plasma waves, one of the many categories of electromagnetic waves that can exist in plasmas when subjected to the presence of a magnetic field. Research on helicon waves began in the 1950s and 1960s, but the interest in helicon plasma sources surged in the 1980s and 1990s, when their ability to produce highly dense plasmas with low power inputs became clear. Since then, helicon sources have been employed in fundamental research, as well as in material processing applications, electric space propulsion designs and material science experiments within the fusion research community.

Typical helicon sources employ external radio frequency sources coupled to a particular type of antenna, which externally surrounds a cylindrical tube made of a non-conducting dielectric material. An external magnetic field is supplied, with the field lines aligned with the axis of the cylinder. The neutral gas (or mixture of gases) selected for creating the plasma flows inside the cylindrical element. When the radio frequency energy is conducted from the external source to the antenna, given the proper combination of physical and geometrical parameters (geometry of the device, electrical parameters of the wave, input power and mass flow rate of the neutral gas), a helicon plasma discharge will be initiated.

Since the antenna surrounds the cylindrical discharge tube in helicon plasma sources, it is not in direct contact with the plasma. This prevents the unwanted effects that energetic plasmas have upon electrodes, cathodes, grids and other elements used to create and sustain the discharge in other devices where direct contact does occur. This is an essential property that sets helicon plasma sources, and technologies based on them, apart from glow discharges, hollow cathodes, ion thrusters with biased grids, Hall-Effect thrusters and many other devices where elements degrade due to bombardment with the energetic plasma. The combination of the use of the external antenna and the presence of the axial magnetic field, has been cited as a reason enabling helicon plasma sources to have negligible erosion rates on its internal surfaces and long operational lifetimes. This statement is typical of the helicon plasma literature, yet it is a claim which has not been subjected to rigorous scrutiny. On the contrary, evidence does exist of relevant plasma-surface interactions in helicon sources, despite the advantages cited above. This issue has become more relevant in recent years, when helicon plasma sources have been chosen as components of high-power devices used for space propulsion applications and fusion science research.

This thesis aims to contribute to the understanding of the interactions between plasmas and their confinement surfaces within helicon plasma sources, particularly those operating at higher power levels, through the development of practical simulation tools which can be used to estimate these effects and help in the design, development or analysis of new and existing helicon plasma sources.

### 1.2. Research Objectives and Research Questions

This section will describe the fundamental objectives and questions guiding the research project described in this thesis and its methodological approach.

### 1.2.I. Research Objectives

## Main Research Objective

To design an empirical and practical model which describes the distribution and intensity of erosion phenomena in the plasma-facing surfaces of boundary materials within high-power helicon plasma sources.

## Specific Research Objectives

I. To review the existing body of knowledge regarding helicon plasma sources and plasma-material interactions, in order to identify elements suitable for the design of a model of plasma-surface interactions within helicon plasma sources.
2. To implement a practical simulation tool able to model plasma-surface interactions within helicon plasma sources and validate it against published experimental data.
3. To identify, based on the results provided by the simulation tool package, the main mechanisms for erosion of the material boundary surfaces in high-power helicon plasma sources.
4. To identify and postulate potential strategies to mitigate the effects of these erosion mechanisms.

### 1.2.2. Research Questions

## Central Research Question

How are the distribution and intensity of erosion phenomena within the boundary surfaces of highpower helicon plasma sources determined?

## Additional Research Questions

- Which are the critical factors and variables of erosion phenomena within helicon plasma sources?
- Which background theoretical work supports the understanding of erosion phenomena within helicon plasma sources?
- What are the relationships that exist between these factors and variables?
- Can these relationships be implemented as an empirical practical model, suitable of experimental validation?


### 1.3. Theoretical Background

This project stems out of the work carried out in Ad Astra Rocket Company Costa Rica (Liberia, Costa Rica), where a high-power research helicon plasma source, the VX-CR experiment $([26,45])$, has been implemented in
order to study thermal management and lifetime issues in helicon sources. This research supports the development of the VASIMR ${ }^{\circledR}$ engine $([28,29])$, a high-power electric propulsion engine for in-space transportation applications developed by the Ad Astra Rocket Company of Webster, TX, USA. The design of the VASIMR ${ }^{\circledR}$ engine contains three interlinked magnetic cells. The first one of these is called the Ionizer stage and consists of a high-power helicon plasma source responsible for efficiently creating a high-density plasma from the neutral propellant gas and conducting it to the subsequent stages. The VX-CR experiment was designed as a practical test platform for trying out design solutions for thermal management, material erosion and lifetime issues pertinent to the Ionizer stage. Figure I.I shows an schematic diagram of the VASIMR ${ }^{\circledR}$ engine's design, and a photograph of the VX-CR experiment.

(a)

(b)

Figure I.I: (a) Simplified diagram of the VASIMR ${ }^{\circledR}$ engine and its components. Courtesy of Ad Astra Rocket Company. (b) The VX-CR experiment in Ad Astra Rocket Company Costa Rica.

These issues concerning the VASIMR ${ }^{\circledR}$ engine's Ionizer stage are relevant for all helicon plasma sources ([35]). Their study dates to the 1960s, but in the 1980s and 1990s interest in their potential rose due to their ability to produce high-density plasmas with low input powers ([16, 37]).

One of the often-cited advantages of helicon plasma sources ( $[35,92]$ ) is the fact that since they rely on an external antenna to couple radio frequency waves into the plasma discharge and since they require an axial magnetic field that contains the plasma and prevents its radial diffusion towards the boundary wall, the erosion of their boundary materials is negligible and the antenna is not even in contact with the plasma. This is thought to provide them with long operational lifetimes. However, evidence suggests ( $[1,6,7]$ ) that there are still plasma-surface interaction phenomena present in helicon sources, and that they increase as new devices are operated at higher power levels. One of these studies was published by Berisford et al. ([IO, II]), which includes experiments executed in the VX-CR device and is a predecessor of this thesis.

The research project presented in this thesis aims to comprehensively review the issue of plasma-surface interaction phenomena within helicon plasma sources, and develop validated simulation tools which can assist the design of helicon plasma source implementations in order to minimize unwanted erosion phenomena.

### 1.4. Methodology

In order to achieve the objectives of this research project, a comprehensive literature review has been carried out in the physics of helicon plasma sources, the modeling of cylindrical magnetized plasmas, DC plasma sheaths and RF sheaths, and the sputtering of solid materials by impacting ions at the low temperatures typical of helicon discharges.

Relevant analytical or empirical models have been developed combining a description of the helicon wave dispersion relation ([36]), a 2 D fluid-based description of the dynamics of magnetized plasmas in cylindrical geometries ([3]), and the physics of plasma sheaths ([7] $]$ ) and of sputtering reactions ([48, 7I]). New correlations were obtained for the analysis of sputtering of dielectric ceramic compounds by argon gas, by adapting existing models for monoatomic targets and validating them against collected experimental data. A simulation of the power balance in a helicon plasma source based on the simplification of previous work was also developed ([3]).

These models were implemented as numerical simulations using the Python programming language and its NumPy and SciPy toolkit packages. These tools were then validated against published experimental data obtained from helicon plasma sources fitting the requirements and assumptions of these models. Simulation runs were then employed to explore the physics of plasma-surface interactions in helicon plasma sources, using the VX-CR experiment as a prototype model for investigation. The results were discussed and the main erosion mechanisms present in helicon plasma sources were identified. Potential mitigation strategies were presented and discussed, and suggestions for future related research projects were proposed.

### 1.5. Contributions to the Research Field

The integration of analytical and empirical models for the description of erosion phenomena in steady-state magnetized helicon plasma sources in a cylindrical configuration, and their implementation as computationallyinexpensive numerical simulations implemented in a widely-available open-source programming language, is the first major contribution of this thesis. The second relevant contribution is the comprehensive study of plasmasurface interaction phenomena in high-power helicon plasma sources and the analysis of the main erosion mechanisms. Both contributions add to the existing body of knowledge in the fields of helicon physics and plasma-material interactions, and could also be applied to other scenarios with similar configurations and characteristics.

## Chapter 2

## Research Summary and Thesis Structure

This chapter describes the structure of this thesis and provides a summary of the contents of each of its chapters.
Chapter 3 provides a literature review on the fields of helicon wave physics, the modeling of cylindrical magnetized plasmas, plasma sheaths, and plasma-surface interactions with an emphasis on sputtering of materials by energetic ions. Findings from recent experiments related to this topic are also reported and discussed. Chapter 3 was originally published as a peer-reviewed open-access article,

Del Vale JI, Chang Díaz FR, Granados VH. (2022), Plasma Surface Interactions Within Helicon Plasma
Sources. Front. Phys. ro:856221. doi: 10.3389/fphy.2022.856221
https://www.frontiersin.org/articles/10.3389/fphy.2022.856221/

Chapter 4 presents the implementation of a simplified analytical model describing the 2 D distribution of the plasma density in cylindrical magnetized plasmas, the physics of the DC and RF sheaths formed at the boundary surfaces, and an empirical submodel of the sputtering of these surfaces by energetic incident ions. This model was validated against published experimental data from relevant helicon plasma sources, and was then used to estimate and discuss erosion phenomena in the VX-CR research helicon plasma source. These results were used to identify and discuss the main mechanisms of erosion present in helicon plasma sources. Chapter 4 was originally published as a peer-reviewed open-access article,

Del Valle JI, Granados VH and Chang Díaz FR (2022), Estimation of erosion phenomena within belicon plasma sources through a steady-state explicit analytical model. Front. Phys. 10:950472. doi: 10.3389/fphy.2022.950472
https://www.frontiersin.org/articles/10.3389/fphy.2022.950472/

Chapter 5 presents a discussion of the topic of erosion phenomena within helicon plasma sources, based on the findings and results of chapters 3 and 4 . The main erosion mechanisms of erosion in helicon plasma sources are
identified and analyzed. A power balance model is introduced with the goal of relating the internal parameters of the plasma discharge with external physical inputs to the source; its results and limitations are discussed. A list of potential mitigation strategies are presented which may reduce the severity of these plasma-material interaction in helicon sources.

Chapter 6 summarizes the global conclusions of this thesis, and also presents an outlook of recommended future research avenues which may extend or complement its results.

Appendix A presents a summary of the derivation of the Cold Plasma Wave approximation, and also the derivation of the dispersion relations for both Helicon plasma waves as well as the Trivelpiece-Gould waves. Appendix B presents the complete derivation of the 2 D fluid models for cylindrical magnetized plasmas which were introduced in chapter 3 and whose implementation is discussed in 4 . Appendix C presents the complete derivation of the power balance model introduced in chapter $\varsigma$, as well as the description of the model used to estimate the energy cost per ion-electron pair created in helicon discharges using argon gas. Appendix D presents the source code for the Python scripts implementing the models described in chapter 5. Appendix E contains the original publications corresponding to chapters 3 and 4 , in their original layout from the corresponding journals.

## Chapter 3

## Plasma-Surface Interactions Within Helicon Plasma Sources

This chapter was originally published as a peer-reviewed open-access article,
Del Vale JI, Chang Díaz FR, Granados VH. (2022), Plasma Surface Interactions Within
Helicon Plasma Sources, Front. Phys. 1o:856221, doi: 10.3389/fphy.2022.856221
https://www.frontiersin.org/articles/10.3389/fphy.2022.856221/


#### Abstract

Helicon Plasma Sources do not require electrodes or grids directly immersed in the plasma, and also present an axial magnetic field confining the plasma discharge. These factors are believed to provide them with long operational lifetimes because of the reduced potential for surface etching. The physics of helicon waves, cylindrical magnetized plasmas, sheaths and plasma-surface interactions are discussed in the context of this claim. Practical implementation aspects are also reviewed, along with relevant experimental results. It is shown that understanding the distribution of ion density within the source, the presence of induced potentials in its surfaces and the physics of low-energy sputtering reactions is essential to properly model erosion phenomena within helicons, and consequently predict their performance in practical applications.


Keywords: helicon plasma, surface, erosion, sputtering, interactions.

## 3.I. Introduction

Helicon plasma sources (HPS) have attracted attention in recent decades because of their ability to produce high-density plasmas at low or moderate power levels and magnetic field intensities. For example, electron densities of more than $1 o^{12} \mathrm{~cm}^{-3}$ can be produced on helicon plasma sources operating at input power levels of around ${ }_{\mathrm{I}} \mathrm{kW}{ }_{e}$ [92]. These properties make them suitable for practical applications in several fields. Within the research of plasma-material interactions at fusion-relevant conditions, HPSs have been used as part of test facilities where
candidate wall materials are subjected to the typical operating conditions in projected fusion devices [87, 106], up to heat flux levels exceeding $20 \mathrm{MW} / \mathrm{m}^{2}[23]$. Helicons have also been used in the plasma-processing of commercial materials and products [ 82, II4] . Within the field of electric space propulsion, helicon plasma thrusters have been actively developed in recent years [ $3 \mathrm{I}, 34,89,93,100$ ]; helicons are also essential components of more advanced electric propulsion systems such as the VASIMR engine [28]. Figure 3.I shows some examples of devices based on helicon plasma sources.


Figure 3.r: Examples of applications of Helicon Plasma Sources. (A) The Proto-MPEX linear device for the study of plasma-material interactions at fusion-relevant conditions [87]. Courtesy of Oak Ridge National Laboratory, U.S. Dept. of Energy. (B) The VX-CR research helicon plasma source [45]. Courtesy of Ad Astra Rocket Company Costa Rica, Liberia, Costa Rica. (C) The VASIMR VX-2ooSS high-power propulsion engine [28]. Courtesy of Ad Astra Rocket Company, Webster, TX, USA.

Another key feature of HPSs is that they typically do not have electrodes or cathodes in direct contact with the plasma, but rely instead on external radio frequency (RF) systems to launch and couple the corresponding waves within the medium and excite the discharge. This differs from other common plasma sources such as glow or DC discharges, where the plasma risks contamination from the release of electrode material or the source may
fail altogether if this element erodes sufficiently. Avoiding direct contact between the plasma and such elements is particularly useful where a long operating lifetime is desired for the plasma source, either because long duty cycles will be required in the application (as in commercial plasma-processing devices), high power densities are required (as in linear devices used for the research of suitable materials for fusion-relevant conditions) or because these previous conditions combine with the impossibility to access the device in the case of component failure (as in electric space thrusters).

Despite this advantage particular to the discharge excitation mechanism, practical implementations of HPSs do contain other confinement surfaces which are in direct contact with the plasma. The performance of helicon sources depends on the specific properties of these surfaces as well, and their ability to withstand the conditions they are subjected to throughout the operating lifetime of the source. These issues are therefore also important when considering the long-term viability of helicon plasma sources in their intended applications, and are the subject of the present review.

This article is structured as follows. Section 3.2 discusses the physics behind helicon plasma waves and recent results on the modeling of cylindrical magnetized plasmas. Section 3.3 then reviews the theory of plasma-surface interactions as it applies to helicon plasma sources. Section 3.4 describes practical aspects of helicon plasma source design and implementation, as they relate to the plasma-surface interaction phenomena. Finally, section 3.5 summarizes this review's findings and offers perspectives for the advancement of the research and design of reliable, robust helicon plasma sources with long operational lifespans.

### 3.2. Physics of Helicon Plasma Sources

### 3.2.I. Helicon Plasma Waves

Helicon waves are a category of right-hand polarized (RHP) plasma waves which propagate along DC magnetic fields in bounded systems. They are related to so-called whistler waves, which have been studied in atmospheric physics since the early twentieth century. Whistlers and helicon waves belong to the group of right-hand polarized (RHP) waves propagating parallel to a magnetic field, in the frequency range $\omega_{c i} \ll \omega \ll \omega_{c e}$ (where $\omega_{c i}$ is the ion cyclotron frequency and $\omega_{c e}$ is the electron cyclotron frequency), together with electron cyclotron waves. Figure 3.2 shows the location of whistlers and helicon plasma waves within a $w-k$ diagram representing RHP cold plasma waves.

A historical perspective for the first twenty years of helicon research has been given by Chen and Boswell [16, 37]. The following twenty-year period has been covered in more recent reviews by Chen [35] and Shinohara [92]. Theoretical treatments of the physics behind helicon waves have been produced, among others, by Klozenberg et al. [63], Chen [32], and Chen and Arnush [5, 36].

A basic dispersion relation can be obtained for helicon plasma waves from simplifying the Appleton-Hartree expression for quasi-longitudinal right-handed cold plasma waves [54, 98], propagating at an angle $\theta$ from an axial,


Figure 3.2: Location of whistlers and helicon plasma waves, among cold plasma waves propagating parallel to the externally-applied magnetic field.
static magnetic field $\mathbf{B}=B_{0} \hat{\mathbf{e}}_{\mathbf{z}}$,

$$
\begin{equation*}
\beta=\frac{\omega}{k} \frac{n_{0} e \mu_{0}}{B_{0}} \tag{3.1}
\end{equation*}
$$

where $\beta^{2}=k^{2}+k_{\perp}^{2}$ is the total wave number, $k=\beta \cos \theta$ and $k_{\perp}$ are the parallel and perpendicular components of the wave number, and $n_{0}$ is the plasma density. This expression, despite being a simplification, provides an intuitive insight on the relationship between the magnetic field $B_{0}$, the density $n_{0}$, the wave frequency $\omega$ and the wave number $\beta$, and can be used as a starting point when designing or analyzing a HPS.

A more detailed description of helicon waves can be obtained from Maxwell's equations by neglecting ion motions and the displacement current, as originally shown by Klozenberg et al. [63]. When the effects of electron inertia are retained within the analysis $[36,37,83]$ two solutions are obtained for the dispersion relation,

$$
\begin{equation*}
\beta_{1,2}=\frac{k}{2 \delta}\left[1 \mp\left(1-\frac{4 \delta k_{w}^{2}}{k^{2}}\right)^{1 / 2}\right] \tag{3.2}
\end{equation*}
$$

where $\delta=\omega / \omega_{c e}$ is the ratio between the wave frequency and the electron cyclotron frequency $\omega_{c e}=$ $e B_{0} / m_{e}$, and $k_{w}^{2}=w w_{p}^{2} / w_{c} c^{2}=w n_{0} e \mu_{0} / B_{0} \equiv \alpha k$ is the wavenumber for low-frequency whistler waves along $B_{0}$ in free space, with $\alpha=\beta$ the wave number previously described in equation 3.I. $w_{p}$ is the electron plasma frequency at density $n_{0}$. $\delta$ is neglected when the effects of the electron mass are omitted or for frequencies $\omega \ll \omega_{c e}$.

Equation 3.2 describes two solutions for the wave dispersion relation, which can be simplified as shown in equation 3.3.

$$
\beta_{1,2} \approx \frac{k}{2 \delta}\left[1 \mp\left(1-\frac{2 \delta k_{w}^{2}}{k^{2}}\right)\right] \approx\left\{\begin{array}{c}
k_{w}^{2} / k  \tag{3.3}\\
k / \delta
\end{array}\right.
$$

Solution $\beta_{1}$ corresponds to the zero electron mass limit, and describes the helicon wave ("H") from equation 3.I. The second solution $\beta_{2}=\beta_{2} \cos \theta \omega_{c e} / \omega$ describes a wave with frequency $\omega=\omega_{c e} \cos \theta$, which is an electron cyclotron wave propagating at an angle to the magnetic field. This is the Trivelpiece-Gould mode ("TG"), first described in bounded systems by Trivelpiece and Gould [ro9]. The TG mode co-exists with the H mode, and becomes relevant at lower values of $B_{0}$. The TG mode is thought to play a relevant role in the damping mechanism of helicon plasma sources and to contribute to its high ionization efficiency via mode-conversion processes [90].

Equation 3.3 describes the dispersion relation for both the H -mode and the TG mode. Expressions for the magnetic and electric fields $(\mathbf{B}, \mathbf{E})$ have been derived for different geometries as described in the early works on helicons $[63,70$ ] as well as in more recent literature $[32,37,83]$. These expressions depend as well on the boundary conditions chosen for the analysis and on whether these boundaries are modelled as conductors or not [36]. Practical implementations of HPSs are typically linear devices implemented as cylindrical enclosures made of dielectric materials, as will be described in section 3.4.

The expressions obtained from equations 3.1 and 3.3, as well as the detailed derivations of the $\mathbf{B}$ and $\mathbf{E}$ fields that can be obtained for a particular configuration and geometry, can be used as an initial approximation to understand the regimes of H and TG modes that can be propagated in a given configuration, and establish a baseline estimation of the expected density distribution in a given HPS device.

One particular advantage of HPSs stemming from the fundamental physics of helicon waves is the ability of these devices to couple RF waves at the core of dense plasmas, enabled by the presence of the axial magnetic field and the propagation of the H -mode. This fact presents an advantage over other types of plasma sources, such as inductively-coupled plasmas (ICPs) where the penetration of RF waves into the plasma is limited by its skin-depth, or electron-cyclotron sources (ECR), where microwaves cannot propagate below the O -mode cutoff frequency (the electron plasma frequency $\omega_{p e}$ ).

An investigation on the mechanisms which enable the initiation of the high-density helicon mode (the H mode), based on modeling and experimental work, has been carried out by Carter et al. [25], including indirect evidence of the deposition of RF power at the high-density core in a helicon plasma source.

### 3.2.2. Cylindrical Magnetized Plasmas

Section 3.2.I described helicon plasma waves and derived their dispersion relation in various scenarios. The general behavior of magnetized plasmas in cylindrical geometries will now be analyzed, which is relevant to the characterization of practical HPSs as described in section 3.4.

The problem of describing the bulk behavior of a plasma discharge has been addressed since the early stages of the development of plasma physics. In the classical paper by Tonks and Langmuir [io8], expressions were derived for the distribution of the electric potential in an arc discharge, for various geometries including cylindrical coordinates. Scenarios were analyzed for different regimes of ion collisionality and ionization rates. This work also contains a treatment of the plasma-material boundary at the edge of the plasma discharge, pointing to the discontinuity of the bulk model within the plasma sheath.

In a later paper, Tonks [io7] studied the effects of the magnetic field in an arc plasma. One of the cases described was the positive column plasma immersed within a longitudinal magnetic field, the same typical configuration applied nowadays to most helicon plasma sources. A radial model is developed based on classical diffusion theory. More recent models for cylindrical magnetized plasmas have been developed by Fruchtman et al. [ 50 ] and Sternberg et al. [97]. These works introduced the use of 2 D fluid models in cylindrical coordinates (with the assumption of azimuthal symmetry), the separation of variables in order to decouple the expressions for the radial and axial coordinates, and the analysis of different degrees of magnetization. Differences between these authors rely on the assumptions chosen to simplify their models. The previous works were further adapted and extended by Ahedo et al. $[2,3]$, who developed a 2 D model for cylindrical magnetized plasmas as part of their work on describing the plasma dynamics within helicon plasma thrusters. The properties of these models have been summarized in table 3.I.

These descriptions of cylindrical magnetized plasmas can be used to approximate the distribution of key pa-

Table 3.r: Relevant models developed for cylindrical magnetized plasmas which are applicable to the study of Helicon Plasma Sources.

| Reference | Tonks <br> [107] | Ewald et al. [49] | Fruchtman et al. [50] | Sternberg et al. [97] | Ahedo et al. [3] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Dimensionality | ${ }_{\text {ID }}$ | ID | 2 D | ${ }_{\text {ID }}$ | 2 D |
| Symmetry | Azimuthal, Longitudinal | Azimuthal, Longitudinal | Azimuthal | Azimuthal, Longitudinal | Azimuthal |
| Inertia |  |  |  |  |  |
| Electrons | N/A | No | No | No | Yes, except longitudinal |
| Ions | N/A | Yes | Yes | Yes | Yes |
| Quasineutrality | Yes | Yes | Yes | Yes | Yes, except within sheath |
| Isothermality |  |  |  |  |  |
| Electrons | Yes | Yes | Yes | Yes | Yes |
| Ions | Yes | Yes, $T_{i} \approx T_{n}$ | Yes, $T_{i}=0$ | Yes, $T_{i}=0$ | Yes, $T_{i} \ll T_{e}$ |

rameters within the discharge, such as the density distribution, the velocity of ions and electrons, and the plasma potential. As an example, the complete model developed by Ahedo et al. [2, 3] is described by a set of four radial equations and five more for the axial dimension. These take as inputs information regarding the ion species taking part in the discharge, collisional rates related to the ionization and interactions between ions, electrons and neutrals, and constant parameters such as the magnitude of the axial magnetic field $B_{0}$ and the isothermal electron temperature $T_{e}$.

The dispersion relations found for helicon plasma waves in section 3.2.I can be used to obtain reference values for parameters such as the peak density value in the discharge. This information can be coupled with the description obtained from a 2 D fluid model in order to project the distribution of plasma density, kinetic energy and plasma potential througout the discharge. Understanding the values of these parameters at the boundaries of the system, where the plasma comes into contact with solid materials, is essential to describe the interaction phenomena taking place in this region. Figure 3.3 shows an example of the models from references $[2,3]$ being used to estimate the 2 D plasma distribution within a particular HPS, the VX-CR device. Data from these models can be used to obtain the plasma conditions at the radial $(r \rightarrow R)$ and axial $(z \rightarrow-L)$ boundaries, which then enable the analysis of the interaction between the plasma discharges and the physical confinement materials.

### 3.3. Plasma-Surface Phenomena in HPS

Solid materials often constitute the physical boundaries of plasmas, and the interaction between the surface atoms and the bulk plasma can have a significant effect on the behaviour of the latter. In the case of typical HPSs, the dielectric containment surfaces are the only regions of direct interaction between the plasma and material surfaces. This is a particular advantage over other plasma generation technologies in which electrodes or cathodes have to be immersed within the plasma discharge, as they constitute additional regions of potential failure limiting the operational lifetime of the device. It is therefore relevant to understand the fundamental principles behind the


Figure 3.3: Estimation of 2 D plasma density distribution in the VX-CR research HPS, obtained through the model developed by Ahedo et al. $[2,3]$. Geometry and plasma parameters were obtained from $[26,43,45]$. Density values are normalized with respect to the background neutral Argon density, $n_{n 0} \approx 2 \times 10^{20} \mathrm{~m}^{-3}$. The VX-CR source is composed of a dielectric ceramic tube with $R=0.045 \mathrm{~m}$ and $L=0.226 \mathrm{~m}$.
most typical plasma-surface interactions within HPSs, in order to characterize them and to design strategies for their control or mitigation.

### 3.3.I. Plasma Sheaths

## DC Sheaths

Sheath is the region near a material boundary in contact with a plasma where the bulk quasineutrality breaks due to the buildup of charge at the surface. In low-temperature plasmas, such as those typically found in HPSs, the more mobile electrons produce a negative charge at the surface and, therefore, a positive sheath where the ion density is larger than the electron density, $n_{i}>n_{e}$. Sheaths typically have a scale in the order of the Debye length, $\lambda_{D}=\left(\epsilon_{0} T_{e} / e n_{0}\right)^{1 / 2}$. Sheaths have been studied since the early days of plasma physics, with the term originally coined by Irving Langmuir [68].

The process by which the quasineutrality in the bulk plasma transitions into the sheath is gradual, and three distinct regions can be identified as shown in figure 3.4. The quasineutral density within the bulk plasma ( $n_{i}=$ $n_{e}=n_{0}$ ) begins to decrease in the vicinity of the boundary, in a region called the pre-sheath where the bulk density and the plasma potential both decrease. The scale of the pre-sheath is of the order of the ion mean free path $\left(\lambda_{i}\right)$. The plasma then enters the sheath proper, at which point the quasineutrality does break and the electron density diminishes at a much faster rate than the ion density. The plasma potential decreases until reaching the wall potential, which is typically lower than the bulk plasma potential.

An important property of the transition from the plasma to the sheath is the Bohm Sheath Criterion, which establishes a condition on the minimum energy of the ions as they enter the sheath. The derivation of this criterion is based upon the assumptions of negligible ionization within the sheath itself, negligible electric field at the plasma edge, Maxwellian electrons with a density given by the Boltzmann relation and cold ions with constant temperature $[4,71]$. Its expression is provided by equation 3.4 and states that the energy of the ions within the sheath is comparable to that of the electrons in the bulk plasma, and that their thermal velocities surpass the Bohm velocity $u_{B}^{2}=\left(k_{B} T_{e}\right) / m_{i}$.

$$
\begin{equation*}
e V_{0} \geq \frac{T_{e}}{2} \Rightarrow v_{i} \geq u_{B} \tag{3.4}
\end{equation*}
$$

It is possible to find expressions for the potential obtained by the surface wall due to the formation of the sheath. For the case of collisionless sheaths, equation 3.5 describes the wall potential with respect to the plasma potential at the sheath-presheath point of transition for the case of floating surfaces immersed within the plasma [71], a condition typical of certain types of probes as well as the boundary surfaces of HPSs.

$$
\begin{equation*}
\Phi_{w}=-\left(\frac{k_{B} T_{e}}{e}\right) \ln \sqrt{\frac{m_{i}}{2 \pi m_{e}}} \tag{3.5}
\end{equation*}
$$

This value is directly proportional to the electron temperature, and a constant factor related to the ion/electron


Figure 3.4: Regions in the transition between the bulk plasma and a surface in contact with a plasma, such as the inner confinement surfaces in a HPS or the surface of an electrostatic probe immersed in the plasma. Graph (a) shows the behavior of the electron and ion density, while graph (b) shows the electric potential. The surface is located at $x=0$. The bulk plasma region is located at $x>x_{p s}$, where the plasma is quasineutral and its potential is the plasma potential $\Phi_{p}$. The presheath is the region $x_{s}<x<x_{p s}$ where both the plasma density and potential decrease gradually as $x \rightarrow x_{s}$. The sheath properly begins at the point $x=x_{s} \approx \lambda_{D e}$, where the ions acquire the Bohm velocity $u_{i}=u_{B}=-\left(k_{B} T_{e} / m_{i}\right)^{1 / 2}$. Quasineutrality is broken, the electron density quickly decreases to zero and the potential drops gradually towards the wall potential $\Phi_{w}$ at $x=0$.
mass ratio. It is also possible to obtain expressions for the approximate width of the sheath, as well as expressions for these values when the sheath is collisional or the material surface is biased with a particular voltage [71].

The behavior of the plasma as it enters and traverses the sheath is critical to the understanding of the phenomena occuring at the boundary surfaces, as these depend on the energy of the ions and electrons reaching it.

## RF or Capacitive Sheaths

In devices where radiofrequency (RF) waves, plasmas and materials coexist, the RF wave field dominates the formation and properties of the sheath near the boundary surfaces, allowing the appearance of potentials that surpass those typical of DC sheaths dominated by thermal effects. This phenomenon is defined as an RF plasma sheath, and it presents specific implications in the design of capacitive plasma sources, in material processing applications and within RF subsystems in fusion devices. An early treatise on this subject was presented by Butler and Kino [21], and a more recent review on this topic has been presented by Myra [78] with a particular emphasis on magnetically confined fusion systems.

RF sheaths present several features not found in the previously described DC sheaths. Plasmas interact with electrodes driven by oscillating currents $I_{\mathrm{rf}}$, characterized by a frequency $\omega_{\mathrm{rf}}$. The sheaths created in the boundary region between the bulk plasma and these electrodes have a time-varying thickness correlated to the oscillation in the driving electrical parameters. Similar to the DC case, quasineutrality breaks within the sheath with the electron density becoming very low or even negligible. Lieberman and Lichtenberg [77] show simplified models for the case of simple, plane-parallel capacitive discharges, where assumptions help to gain a better understanding on the phenomena involved.

For idealized cases where the driving frequency is larger than the ion plasma frequency, $\omega_{\mathrm{rf}}^{2} \gg \omega_{p i}^{2}$, the ions react to the time-averaged potentials in the bulk plasma and not to the driving RF frequency. On the other hand, electrons do respond to the driving RF current, given the particular condition $\omega_{p e}^{2} \gg \omega_{\mathrm{rf}}^{2}\left(1+\nu_{m}^{2} / \omega_{\mathrm{rf}}^{2}\right)$, with $\nu_{m}$ being the electron-neutral collision frequency. The current travelling through the RF sheaths is then mostly displacement current produced by the time-varying electric field (given the very low electron density within the sheaths); unlike inside the the bulk plasma where electrons react to the RF field and are able to carry the current through conduction. The analysis of an RF sheath depends on several factors, including the geometry of the problem, whether collisions are present within the sheath (when the ion mean free path, $\lambda_{i}$ is smaller than the sheath thickness) and the frequency applied by the RF source. For the very high frequency (VHF) range, high ( $n_{e} \approx 10^{17} \mathrm{~m}^{-3}$ ) plasma densities can be achieved with moderate power input, and this has been exploited in commercial devices used for materials processing [83].

In the particular case where $\omega_{\mathrm{rf}}<\omega_{i}$, with $\omega_{i}=2 \pi / \tau_{i}$ and $\tau_{i}$ being the ion transit time through the sheath, the ions within the sheath are able to respond to the time-varying RF field and a low-frequency RF sheath is formed [71]. These differ from the high-frequency case since current conduction through the sheath is dominated by resistive effects and not by the displacement of the time-varying electric potential. Besides, the voltage at the capacitive electrodes becomes rectified within portions of the RF cycle, losing its sinusoidal character. In this low-frequency regime, ions react to the sheath as in the case of a high-voltage DC sheath, and the energy they obtain is a non-linear
function of the time-varying voltage within the RF cycle [77].
RF sheaths are relevant to HPSs since they are present in the regions near the conductors of the antenna system used to produce the helicon discharge, where the plasma reacts to the time-varying field of the RF cycle. Despite the advantage presented by the fact that the antenna can be located outside of the discharge chamber, these RF sheaths are able to accelerate ions traversing the RF sheath with energies that can surpass those obtained in the boundary DC sheaths present in other regions within the source. This fact has critical implications for the subsequent analysis of plasma-material interactions within HPSs.

### 3.3.2. Plasma-surface interactions

Plasma-surface interactions (PSIs) or plasma-material interactions (PMIs) comprehend the different phenomena that occur when ions, electrons and neutrals within a plasma reach a material boundary. These interactions might produce effects on both the plasma itself as well as on the boundary. PSIs are essential in the field of plasma materials processing, and are also critical to the succesful development of practical fusion devices [75, 86], as most designs include open magnetic flux surfaces where the plasma directly impinges the physical boundaries. They are also crucial in the advancement of electric propulsion technologies, where the lifetime of the thrusters directly depends on the erosion rate of those critical surfaces directly in contact with the plasma discharge or the plume of the thruster [19, 84].

Several processes can occur at the physical boundaries of a helicon plasma. Positive ions traversing the sheath typically become neutralized, in a process that either produces an excited neutral, or a neutral plus the emission of a secondary electron (Auger emission, [71] ). Secondary electron emission has been found to play a role in the sheath dynamics of certain types of low-energy plasma discharges, such as capacitively-coupled plasmas [59].

Another fundamental process is sputtering, the removal of material from a solid surface material due to the impact of an energetic impinging particle, typically ions in the case of plasma discharges. It is one of the most relevant phenomena occuring at the boundary surfaces of plasma discharges, since it can be responsible for significant erosion of said surfaces if the adequate conditions are met. Figure 3.5 depicts the basic mechanisms behind the most relevant PSI phenomena encountered in the study of HPSs.

Theoretical treatments of the phenomenon of sputtering are provided by Sigmund [95], Bohdansky [15], Yamamura [116], Eckstein [48] and Behrisch et al. [9]. Most models describe the process as the result of collisional cascades in the surface layer of the target material, in which the momentum of the impacting ion is transferred to an atom in the target material's lattice through ellastic collisions. The random arrangement of the position of both particles implies that an oblique collision is likely. The impacted target atom, in turn, collides with other neighboring particles triggering the cascade. With sufficient energy in the original impacting ion, eventually the collisional cascade will provide one of the atoms in the surface layer with an energy level surpassing the surface binding energy of the material [62], and a momentum directed outside of the surface. The atom will then be sputtered from the surface.

Simulation of the sputtering process based on the first principles from classical mechanics is possible, by using


Figure 3.5: Simplified diagram of the plasma-surface interaction phenomena most relevant to the study of HPSs. The plasma sheath region is depicted at the top of the diagram, while the top layers of the plasma-facing surface lattice are represented at its bottom, where the surface atoms are represented by solid circles. (1) represents the impacting ion $\oplus$, approaching the surface at an angle $\theta$ with respect to its normal, and with an energy $E_{0}$. When the ion energy does not surpass the threshold energy for sputtering $E_{0}<E_{t h r}$, the ion may become neutralized by a surface electron releasing a reflected neutral $(1)$ as shown in (2). In some cases, an additional electron () may be released (secondary or Auger emission, (3)). When $E_{0}>E_{t h r}$, collisional cascades within the top surface lattice are sufficient to expel a surface atom and sputtering occurs (4). The sputtered surface atoms might become ionized as they traverse the sheath, in which case they will be accelerated by the sheath potential back towards the surface and redeposition of material may occur (5). If the ion impact energy is sufficiently large, $E_{0} \gg E_{t h r}$, the ions may become neutralized and implanted within the surface lattice (6).
the technique of Molecular Dynamics [64, iII]. Other popular simulation packages are based on the Monte Carlo statistical method, such as TRIM.SP [ 13 ] and SRIM [ I 8 ]. Sputtering yield estimations obtained by the use of these software packages are strongly dependent on the chosen input parameters, and have been shown to differ from experimental values in certain ranges [IIS].

The fundamental parameter in sputtering models is the sputtering yield, $Y_{\text {sputt }}$, defined as the number of surface atoms sputtered off the surface per incident impacting ion. $Y_{\text {sputt }}$ is mainly a function of the ion species and surface material, the ion energy and the angle of incidence between the surface normal and the ion's velocity vector. Below a particular threshold energy level, $E_{t h r}$, ion impacts are not able to sputter surface atoms and $Y_{\text {sputt }}=0$.

Several models have been developed to produce estimations for the sputtering yield, each particular to the species involved in the process, and the angle of incidence and energy $E_{0}$. Lieberman and Lichtenberg [77] report expressions valid for large atomic species within certain boundaries of their atomic number ratio. Eckstein and Preuss [48] proposed the model shown on equation 3.6 , which is valid for ions impacting the surface at a normal angle of incidence.

$$
\begin{equation*}
Y\left(E_{0}\right)=q s_{n}^{K r C}\left(E_{0}\right) \frac{\left(\frac{E_{0}}{E_{t h r}}-1\right)^{\mu}}{\lambda+\left(\frac{E_{0}}{E_{t h r}}-1\right)^{\mu}} \tag{3.6}
\end{equation*}
$$

where the krypton-carbon interaction potential $s_{n}^{K r C}[48,5 \mathrm{I}]$ is used as an adequate mean value for different participating species and describes the nuclear stopping cross section ${ }^{\mathrm{I}}$. This parameter is defined as follows,

$$
\begin{equation*}
s_{n}^{K r C}(\varepsilon)=\frac{0.5 \ln (1+1.2288 \varepsilon)}{\varepsilon+0.1728 \sqrt{\varepsilon}+0.008 \varepsilon^{0.1504}} \tag{3.7}
\end{equation*}
$$

The reduced energy $\varepsilon$ is obtained as follows,

$$
\begin{equation*}
\varepsilon=E_{0} \frac{M_{t}}{M_{i}+M_{t}} \frac{a_{L}}{Z_{i} Z_{t} e^{2}} \tag{3.8}
\end{equation*}
$$

where the subindexes $i$ and $t$ are used to describe the atomic numbers $Z$ and atomic masses $M$ of the projectile ion and target surface atoms, respectively. $a_{L}$ is the Lindhard screening length [73],

$$
\begin{equation*}
a_{L}=\left(\frac{9 \pi^{2}}{128}\right)^{1 / 3} a_{B}\left(Z_{\text {ion }}^{2 / 3}+Z_{\text {tar }}^{2 / 3}\right)^{-1 / 2} \tag{3.9}
\end{equation*}
$$

where $a_{B}$ is the Bohr atomic radius.
The remaining free parameters $q$ and $\lambda$ from equation 3.6 can be found in [9] for a variety of impacting ions,

[^0]target materials and ion energies.
When ions impact on a boundary surface not in a perpendicular direction, but instead at an angle $\alpha$ with respect to the surface normal, the calculation of the sputtering yield needs to take this geometry into account. Eckstein and Preuss [48] proposed the formula in equation 3.10,
\[

$$
\begin{equation*}
Y\left(E_{0}, \alpha\right)=Y\left(E_{0}, 0\right)\left\{\cos \left[\left(\frac{\alpha}{\alpha_{0}} \frac{\pi}{2}\right)^{c}\right]\right\}^{-f} \exp \left\{b\left(1-\frac{1}{\cos \left[\left(\frac{\alpha}{\alpha_{0}} \frac{\pi}{2}\right)^{c}\right]}\right)\right\} \tag{3.10}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
\alpha_{0}=\pi-\arccos \sqrt{\frac{1}{1+\left(E_{0} / E_{s p}\right)}} \geq \frac{\pi}{2} \tag{3.II}
\end{equation*}
$$

$E_{s p}$ is a binding energy characteristic of impacting ions, and $c$ and $f$ are fitting parameters. Behrisch and Eckstein [9] have compiled tables for these formulae for the most common ions and target materials.

For the case of surface materials consisting of alloys or compounds of different elements, the sputtering yield will be different for each different species present in the target surface. For the steady state with a sufficiently high flux of incident ions, the sputtering yields will distribute according to the stochiometric concentration of each species within the target compound. However, this distribution is not kept for small fluences of impinging ions, and the phenomenon of preferential sputtering occurs.

For binary target materials, containing two elemental species $i$ and $j$, the sputter preferentiality $\delta$ can be defined [9] as a ratio of the elemental sputtering yields $Y_{i}, Y_{j}$ and their stochiometric concentrations $c_{i}, c_{j}$,

$$
\begin{equation*}
\delta=\frac{Y_{i}}{Y_{j}} \frac{c_{j}}{c_{i}} \tag{3.12}
\end{equation*}
$$

$\delta$ can also be estimated as follows,

$$
\begin{equation*}
\delta=\left(\frac{M_{j}}{M_{i}}\right)^{2 m}\left(\frac{U_{j}}{U_{i}}\right)^{1-2 m} \tag{3.13}
\end{equation*}
$$

where $M_{i}, M_{j}$ are the atomic masses, $U_{i}, U_{j}$ the surface binding energies and $m$ is a power exponent describing the interaction potential.

When a plasma encounters a solid surface, such as at the boundaries provided by the containment surfaces of a HPS, a sheath will be formed and ions will be accelerated according to the potential present at the wall. If the ions are able to increase their energy beyond the threshold energy $E_{t h r}$, sputtering will occur and the surface will be modified. Combining this information with the density distribution obtained through experimental measurements or simulations, such as the fluid models described in section 3.2.2, an etch rate or erosion rate can be calculated
for the surface. This value can be used to project the behavior of the HPS and establish limits to its useful lifetime in a particular practical application.

In practical applications, the etch rate $E$ of a surface bombarded with energetic ions, measured as a ratio of the etch depth per unit of time, is calculated as a function of the incident ion flux $\Gamma_{i}$, the particular sputtering yield $Y$ and the mass density of the target surface $\rho_{t}$ as shown in equation 3.I4,

$$
\begin{equation*}
E=\frac{\Gamma_{i} Y M_{m, t}}{\rho_{t} N_{A}} \tag{3.14}
\end{equation*}
$$

where $M_{m, t}$ is the molar mass of the target surface and $N_{A}$ is Avogadro's constant. The calculation of the sputtering yield would take into account all the considerations discussed in this section. The incident ion flux $\Gamma_{i}$ is determined by the particular conditions of the plasma discharge near the surface; for example, it can be approximated by applying the Bohm Sheath Criterion and specifying that $\Gamma_{i}=n_{s} u_{B}$ where $n_{s}$ is the ion density at the entrance of the sheath and $u_{B}$ the ion Bohm velocity.

### 3.4. Relevant Engineering Aspects

Figure 3.6 shows a simplified 2-D cross section of a typical HPS built in a cylindrical geometry (excluding auxiliary vacuum vessels, diagnostics or nozzle elements which may exist in laboratory or thruster applications). A cylindrical dielectric tube is sealed at one of its ends by an endcap or barrier. Neutral gas is fed inside the cylinder from an external source. An axial magnetic field, parallel to the dielectric cylinder axis, is created by using solenoid coils or permanent magnets. An antenna is used to launch the helicon waves into the neutral medium; this antenna is typically placed outside of the exterior surface of the dielectric tube. The open end of the cylinder is commonly attached to an external chamber and a gas extraction system capable of maintaining the vacuum pressure within the source at the required limits. Considerations for the design and implementation of practical HPSs are discussed in detail in [83].


Figure 3.6: Simplified representation of a typical implementation of a Helicon Plasma Source.

Given the fact that the antenna used to launch the helicon waves can be placed outside the plasma medium, surrounding the external surface of the dielectric cylinder, the plasma-facing surfaces of the endcap, the dielectric cylinder and any other purposely-designed limiter inner walls are the only material boundaries in direct contact with the plasma, and therefore the only ones potentially subject to plasma-material interactions. The axial magnetic field limits the diffusion of particles toward the cylinder's inner surfaces. The upstream section of typical HPSs, shown at the left of figure 3.6 , will usually contain another boundary surface and is a common location for the injection of the neutral gas required to sustain the plasma discharge. Depending on the specific geometry of a particular device, this section might be located in the vicinity of the helicon antenna or away from it, and the magnetic field might remain parallel to the axis of the source or diverge instead. The density of neutrals is usually higher in this region, promoting more frequent interactions with ions and removing momentum from them, which in turn has an effect on the energy they carry towards the boundary surfaces.

The careful selection of these materials interacting with the plasma discharge, as well as an adequate design of the HPS geometry, magnetic field and antenna, can reduce the plasma density and particle energies near the inner surfaces of these elements and therefore mitigate their erosion due to material sputtering. This in turn provides HPSs with the potential of long operational lifetimes. This is a critical property in fields such as in-space electric propulsion, where thrusters based on HPSs are among the leading candidate technologies within electrode-less thrusters [30].

### 3.4.I. Plasma-facing materials in HPSs

Materials used for the construction of HPSs must comply with a number of often conflicting properties. RFtransparent materials are commonly used to manufacture the cylindrical tube, allowing for the efficient transmission of the RF waves produced by the external antenna to the plasma medium. This requires materials with a low dissipation of RF energy, which is usually measured in terms of the loss tangent $(\tan \delta)$. The amount of thermal energy dissipated by the boundary material is directly proportional to this loss tangent parameter, which is in itself proportional to the material temperature [27]. This can potentially create a positive feedback loop of RF energy losses within the boundary material, showing the importance of the material selection in practical HPSs.

From a practical engineering point of view, HPS materials should feature a high thermal conductivity, enabling the distribution and extraction of the heat loads produced by the inherent inefficiencies of the RF transmission and the ionization process within the source. Materials with a high thermal conductivity will allow the heat loads present in the material to spread axially and azimuthally, promoting the creation of a more even temperature distribution and reducing the appearance of thermal hotspots. This in turn contributes to the reduction of the amount of thermal energy dissipated as the RF energy traverses the boundary material. Thermal management of HPSs is a critical issue in practical implementations [ $\mathrm{II}, \mathrm{I} 2,41,45,77$ ], and is essential for the development of high-power systems relying on HPSs, such as the VASIMR engine [96], the Proto-MPEX PMI research device [94] and the PISCES-RF steady-state helicon device [io6].

De Faoite et al. [40] compiled a thorough review of the available data on the most relevant thermal and mechanical properties of dielectric technical ceramics commonly used in HPSs, focusing on those aspects relevant to the
thermal management issues described above. The materials included in the analysis included alumina, aluminum nitride, berylia, quartz, sialon and silicon nitride. A later work [42] presents linear regressions of these properties as a function of temperature, where adequate fits were found for some of them while also highlighting the limits of the publicly available data sets.

In order to assess the reliability of these dielectric materials under the boundary conditions present in inner confinement surfaces of HPSs, their sputtering parameters would have to be evaluated under similar conditions, using the models and techniques discussed in section 3.3.2. As an example, figure 3.7 compiles experimental and simulated data for the sputtering yields of singly charged argon ions impacting some of these dielectric materials commonly used in HPSs, as a function of the impacting ion energy and at normal incidence. These choices are typical for the materials used in the VX-CR research HPS [45].

As an indicative example, erosion phenomena will be estimated for a typical HPS operating with an electron temperature of $T_{e} \approx 5 \mathrm{eV}$ and a density $n \approx 2 \times 10^{18} \mathrm{~m}^{-3}$ in the regions near the surface of a floating dielectric confinement wall [69]. Equation 3.5 estimates that the wall potential becomes $\Phi_{w}=-23.5 \mathrm{~V}$. If the ions enter the sheath with negligible kinetic energy, it can be assumed this will be the incident energy at the wall, slightly larger than the corresponding threshold energy for sputtering $E_{t h r} \approx 19 \mathrm{eV}$. If the wall material is alumina, equation 3.6 produces a value of $Y \approx 0.06$ atoms/ion for the case of normal incidence to the surface and equation 3.14 produces an approximate etch rate of $E=17.62 \mathrm{~nm} / \mathrm{s}$. If the wall thickness of this material is $t=2.5 \mathrm{~mm}$, this means it would take $\Delta t=141.9 \times 10^{3} \mathrm{~s}=39.4$ hours for the wall to erode (in a scenario where all conditions remain constant). If the confinement surface is made of quartz glass (silicon dioxide), the wall potential $\Phi_{w}$ would be below the threshold energy for sputtering for argon ions impinging on $\mathrm{SiO}_{2}, E_{0}<E_{t h r} \approx 35 \mathrm{eV}$, and no sputtering would occur.

If these conditions exist in the vicinity of the antenna straps of the HPS, where the RF energy is transmitted as a 13.56 MHz signal with a peak-to-peak voltage amplitude of $V_{p p}=1 \mathrm{kV}$ (and therefore a peak voltage of $V_{p}=500$ V ), the methods described by Berisford et al. [ Io ] can be used to estimate an average sputtering rate given the ion energy distribution function for low-frequency RF sheaths [71]. In this particular case, an average sputtering yield of $Y_{\text {avg }}=0.08$ is obtained for the case of Argon ions impacting the alumina surface. The corresponding etch rate would then be $E=23.5 \mathrm{~nm} / \mathrm{s}$, and it would take $\Delta t=106400 \mathrm{~s}=29.56 \mathrm{~h}$ for the wall to erode. If the material is quartz, the RF sheath would be able to produce sputtering, with an average yield of $Y_{\text {avg }}=0.06$, an etch rate of $E=18.85 \mathrm{~nm} / \mathrm{s}$ and the surface would be eroded in $\Delta t=132600 \mathrm{~s}=36.84 \mathrm{~h}$. These are extremely simplified estimations, where conditions remain constant during the whole process, and no variations in the sputtering yield are introduced due to surface modification or deviations from normal incidence as the surface degrades.

### 3.4.2. Relevant experimental work regarding PSI within HPSs

HPSs have been used as part of plasma processing devices since early in their development [34, 82]), generating plasmas with the adequate parameters in order to modify the surfaces of samples or substrates subjected to their discharge. However, few studies have been conducted on the effects of the plasma discharge itself upon the inner confinement surfaces of HPSs.


Figure 3.7: Sputtering yields for $\mathrm{Ar}^{+}$ions impacting perpendicularly onto some of the compounds commonly used in the construction of HPSs. Experimental data is shown for $\mathrm{SiO}_{2}$ [ $\left.8 \mathrm{I}, \mathrm{II2}, \mathrm{II7}\right], \mathrm{Al}_{2} \mathrm{O}_{3}[8 \mathrm{I}]$ and $\mathrm{Si}_{3} \mathrm{~N}_{4}$ [II7]; as well as computational results obtained with the SRIM-2OI3 package.

Among these, Aanesland et al. [r] reported on the effects of an additional, floating copper antenna immersed within the discharge itself. They describe the sputtering of copper atoms from this additional antenna, which are then redeposited on the inner surface of the dielectric discharge tube. At high power levels, they describe how the areas in this dielectric tube located under the straps of the external helicon antenna remain clean due to the re-sputtering of the deposited copper layer. They suggest this is an effect of the RF sheath created on the plasmasurface boundary, as previously discussed in section 3.3.1.

This same mechanism was observed by Berisford et al. [ $[\mathrm{I}$ ], when researching the power distribution and erosion within the dielectric tube of a linear helicon device. These authors developed expressions to estimate the etch rates observed at these regions under the straps of the extenal helicon antenna, modelling the sheath present in these areas as a low-frequency RF scenario (refer to section 3.3.r) and averaging the sputtering yield according to the ion energy distribution throughout the RF cycle [77]. These findings were validated through experimental observations of the actual erosion in the dielectric cylinder used in their experiment. These authors were able to estimate the required particle flux at the regions under the helicon antenna conductor from the measured etch rates, and also by analyzing IR thermal data measured at the same location; both estimations agreed within a factor of two.

Barada et al. [6] investigated this phenomenon more thoroughly, experimentally confirming the existence of an increased negative DC bias under the straps of the external antenna in the inner surfaces of a HPS, and investigating how this wall potential is affected by variations in the helicon discharge parameters. Infra-red (IR) thermography measurements taken on the inner surface of the dielectric ceramic window of the PISCES-RF device [ro6] also provided indirect evidence of this phenomena, showing increased values of the plasma heat flux under the straps of the helicon antenna, particularly the conductor connected to the live (non-grounded) terminal of the RF power supply.

The use of Faraday shields has been explored as a means to mitigate the effect of capacitive coupling within inductively-coupled plasmas (ICPs), and their application to HPSs has been suggested for the same purpose [99]. The Faraday shield has been implemented as a cylindrical jacket made of conducting material, installed between the dielectric plasma confinement surface and the helical antenna used in the ICP reactor [ 58 ]. Longitudinal slits have to be cut along this shield, to enable the inductive fields to penetrate the discharge. Specific experiments applying this technique to HPSs have yet to be performed. This method could potentially improve the performance of HPSs by reducing the erosion rate due to capacitive coupling under the antenna straps; however, its effects on other aspects of the source such as thermal management, and discharge efficiency, have to be investigated.

Recent experiments by Beers et al. $[7,8]$ describe the analysis of the helicon discharge section of the ProtoMPEX device, where they combined a finite-element model describing the helicon discharge, an ad-hoc sheath model and a transport code in order to analyze the production of impurities due to sputtering at the material boundaries. Their results confirm the experimental findings of Berisford et al. [II] and Barada et al. [6], showing the importance of the electrostatic potentials near the helicon antenna straps as a source of energetic ions impacting the radial boundaries. They also showed the difference between the operation in non-magnetized and magnetized regimes, as was also discussed by Ahedo et al. [3].

The effect of the strength and geometry of the magnetic field on the performance of HPSs has also been re-
searched. The magnetic field has an effect on the density profile within the source. Lafleur et al. [66] show that its intensity affects the peak value of the plasma density in the helicon mode, and they show the existence of optimal configurations for given values of input RF power and magnetic field intensity. The axial magnetic configuration is also able to modify the performance of a HPS. Takahashi et al. [IOI, 1O3, 1O4] have described the distribution of momentum transfer between the plasma and different elements of the source, its relationship with the magnetic field configuration and how it can affect the total thrust of a helicon plasma thruster. These experiments describe how the ions are able to impart an axial momentum to the inner wall of the dielectric confinement material, due to the fact that their velocity vector is not completely normal to the wall surface [104]. This method could be used to indirectly estimate the incident angle with the confinement surface as the ions traverse the sheath, a critical factor in the calculation of the sputtering yield, although it is shown how the radial component is responsible of the energy transfer towards the wall.

The profile of the magnetic field within a HPS can be designed to mitigate the consequences of plasma-wall interactions within the source. Caneses et al. [22] describe experiments where two configurations of the magnetic field within the Proto-MPEX high-power helicon device were used to demonstrate the usefulness of controlling where the last uninterrupted magnetic flux surface (LUFS) makes contact with the inner confinment surfaces of the source. They relocated this contact point away from the dielectric ceramic window towards a purposely-designed stainless steel cylindrical limiter surface, an element with a function analog to that of divertors in fusion devices. This design change reduced the thermal heat loads under the dielectric window associated with direct impingement of the plasma, since the magnetic geometry maintains the LUFS at a minimum distance of approximately r cm away from the boundary surfaces. The plasma density decays rapidly beyond this point, as the magnetic lines intersect the material boundaries more often. This technique of magnetic field shaping allows the Proto-MPEX to reduce the heat loads on the dielectric window, but its effects on the sputtering and erosion related to plasma-surface interaction have not been thoroughly investigated. However, the careful design of magnetic geometries is commonly used for this purpose on electric propulsion devices [57, 76].

Figure 3.8 summarizes the findings of these experiments with regard to the appearance of sputtering phenomena within the internal dielectric confinement surfaces of HPSs. Region ( I ) in the figure represents areas within these internal surfaces in direct contact with the plasma, where a sheath forms and the dielectric surface obtains a negative electric potential $\Phi_{w}$ as described by equation 3.5. The positive ions are then accelerated towards the wall with a surface flux determined by the product of the bulk plasma density $n_{0}$ and the Bohm velocity $u_{B}$ they obtain when entering the sheath. The effect of the impinging ions on the dielectric surface can then be analyzed according to the sputtering models discussed in subsection 3.3 .2 , and effective surface etch rates may be computed. Region (2) in figure 3.8 describes the particular phenomena observed by Berisford et al. [II], Aanesland et al. [r], Barada et al. [6] and Beers et al. [7, 8], where the creation of RF sheaths on the internal surfaces directly under the helical antenna straps may create the conditions for high-voltage DC sheaths in the negative part of the cycle. In this scenario, average sputtering yields can be computed through the ion energy distribution within the negative portion of the RF cycle [77], and hence etch rates can be computed as well.


Figure 3.8: Representation of the two main sputtering regimes present in helicon plasma sources, as previously reported in literature. ( $\mathbf{I}$ ) shows the conditions present at the boundary between the bulk plasma, with density $n_{0}$, and the internal dielectric boundaries within a HPS. Parameters such as this density and the electron temperature $T_{e}$ define the conditions present within the plasma sheath, which accelerate the positive ions towars the wall through the plasma-wall potential $\Delta \Phi_{p-w}[71]$. If the energy obtained by the ions at the material boundary surpasses the threshold energy $E_{t h r}$, sputtering will then occur. (2) describes the situation particular to the areas under the antenna straps, which may be subjected to high capacitive voltages driven by the external RF subsystem $[6,8, \mathrm{II}]$. Given sufficiently large voltages, the negative part of the antenna's RF cycle will accelerate the ions towards the surface with enought time to traverse the sheath, essentially behaving as a high-voltage DC sheath [r]. Once again, if the energy obtained by the ions surpasses the threshold limit, sputtering will occur.

### 3.5. Summary and conclusion

Helicon Plasma Sources (HPSs) hold great potential for the development of efficient, high-density plasma sources. One of their widely quoted advantages is the absence of cathodes or electrodes directly in contact with the plasma discharge. This fact limits any plasma-surface interactions to the inner surfaces of the dielectric confinement surfaces, where the diffusion of the plasma is limited by the action and geometry of the axial magnetic field, thus reducing the expected material erosion rates and providing these devices with a potentially long operational lifetime. This proposed advantage of HPSs, among others, is still the subject of debate [ 53, IO2].

The present review summarized the theory describing these interactions, beginning with the physics of helicon waves and cylindrical magnetized plasmas (section 3.2), followed by a description of the most relevant plasmasurface interacion phenomena within HPSs (section 3.3). Practical implementation aspects and relevant experimental results were presented in section 3.4.

Current research results point towards the existence of two main modes of plasma-surface interaction within HPSs. The first one is the diffusion of plasma towards the inner surfaces of these material boundaries, where the ions are then accelerated through DC sheaths and sputtering may occur if they are able to become energized above the corresponding threshold energy level. The eventual etch rate experienced by particular devices will depend on the plasma parameters near the boundaries, the species present in the plasma and the wall material, and the geometry of the magnetic field at each region. The second mode of interaction appears in the regions of the helicon dielectric window directly under the conductor straps of the antenna, where capacitive RF sheaths are created and accelerate
the ions. Direct (profilometry and surface analysis) and indirect (IR thermography) evidence has confirmed the existence of this phenomenon, and it has also been investigated through modeling and simulations. Experimental results suggest that these RF sheaths appearing under the helicon antenna straps are responsible for the appearance of thermal hot spots and regions of concentrated erosion patterns in the inner surface of the dielectric windows of HPSs.

Despite recent advances in the description and understanding of these plasma-material interactions within helicon plasma sources, several topics are still open for research and experimentation. Current modeling efforts integrate different specific tools to simulate the interactions between the plasma discharge, the transport and diffusion of the plasma species throughout the simulation domain, the creation of DC and RF sheaths and the interaction phenomena occuring at the material boundaries. As usual within the simulation of plasma phenomena, varying timescales, lengths and energy levels are involved. Integrated simulation efforts for the specific purpose of studying sputtering and impurity transport within HPSs are recent, and they could benefit from the development of purposely-designed integrated simulation tools for this task.

Specific models for sputtering phenomena on the dielectric ceramics commonly used in HPSs should be developed and validated through experimentation. Additionally, the interaction between the sputtered species, the original plasma, external impurities and the boundary surfaces, including the formation of new compounds and molecules, appears to be a topic of relevance, as shown in the results obtained in the Proto-MPEX device [7] where these relationships where taken into account to better explain the observed experimental results.

The magnetic field geometry can be designed in order to displace the contact points between the plasma and its boundary surfaces and also to create a separation between the magnetic flux surface enveloping the plasma and the confinment materiales. This strategy appears to have a potential effect in reducing the erosion phenomena within the HPS, as suggested by the effect it has shown in modifying and reducing the heat flux distribution in the ProtoMPEX experiment [22]. Yet this claim has not been thoroughly investigated. This experiment also demonstrated how cylindrical liners can be placed at the locations where the plasma does contact the boundary surfaces; when this occurs outside of the section where the helicon antenna is located, the requirement for an RF-transparent dielectric window can be removed and other materials with lower sputtering yields can be selected. However, the exact interactions between these liner materials, the plasma, and the sputtered impurities have to be investigated. This technique could offer some critical advantages for the creation of impurity-free plasmas in high-power helicon devices used to research fusion-relevant material interactions; but they might introduce new unwanted issues in other applications where the physical lifetime of the hardware is the priority, such as in electric propulsion devices.

From an experimental perspective, the diagnostics able to measure the above-mentioned parameters can be improved. Given the linear nature of most helicon devices, access to the critical regions near the dielectric ceramic window and the RF antenna region is complex. High power density devices, such as the Proto-MPEX and Pisces-RF devices, or the VASIMR VX-2ooSS engine, create a hostile environment for most physical probes. Measurements have been done of the inner wall potential [6], the radial heat flux and the UV radiation [II], yet these experiments were not conducted inside high-power, steady-state devices.

Measurements of the effects of sputtering within the inner surface of helicon confinement surfaces have been
studied through profilometry [II] and x -ray photoelectron spectroscopy [7]. Extensive experience in this particular field has been obtained in the simulation and execution of long-duration experimental runs of electric propulsion devices [18, 47, 84, 91], but not in those which employ HPSs. Diagnostics such as optical profilometry [52] and coordinate-measuring machines [43] could also be applied to HPSs, particularly for the measurement of surface erosion after long-duration tests in high-power devices.

The engineering problem of managing the heat fluxes transferred by the plasma onto the inner confinement surfaces of HPSs is partially related to the plasma-surface interaction issues discussed throughout this review, since the direct impingement of energetic ions onto these surfaces is one of the mechanisms of heat transfer present in the sources. Some mitigation techniques previously discussed, such as shaping the magnetic field to control the points of direct contact between the plasma and these inner surfaces, can be applied to both phenomena. The role of the temperature on the erosion rate of these surfaces in contact with the plasma has not been investigated in the particular case of HPSs. The formation of nanostructures has been studied in the case of candidate materials for the divertors of projected fusion devices [61]; similar conditions might be achievable in high-power HPSs operating at steady-state for long periods of time, and whether these phenomena affect the sputtering of these inner confinement surfaces remains to be investigated.

The physics concepts presented here can be combined to establish a framework for analyzing the impact of plasma-material interactions within HPSs, and explore mitigation strategies suited for the development of highpower helicon sources, particularly for those applications where an extended operational lifetime of the system is a critical requirement. These concepts can be used to model the density distribution within the HPS, and the existence of induced RF or DC bias voltages on its inner surfaces, which appear to be a significant factor in the appearance of local sputtering and deposition phenomena. A sufficient understanding of these phenomena will be required as the application of high-power, steady-state helicon sources continues to grow in the fields of materials processing, fusion research and in-space electric propulsion.

## Chapter 4

## Estimation of erosion phenomena within helicon plasma sources through a steady-state explicit analytical model

This chapter was originally published as a peer-reviewed open-access article,
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#### Abstract

Helicon plasma sources produce high-density discharges without the need of electrodes in direct contact with the plasma, which is thought to provide them with long operational lifetimes. An explicit steady-state analytical model is described with the capability of depicting the 2 D plasma density distribution, the sheath potentials and the estimated sputtering and etch rates along the plasmafacing components of the source. The individual constituting submodels are fitted against available experimental data, and the model is used to predict erosion rates within the VX-CR research helicon plasma source. Erosion within these components is dependent on the value of plasma density along the boundaries, the electron temperature and the particular ion-target material combination. The highest erosion rates are found along the upstream system boundary, followed by the regions near the helicon antenna straps where a capacitive RF sheath is formed. The assumptions and limitations of the model are discussed, and future improvements are proposed.
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## 4.I. Introduction

The use of helicon plasma sources (HPSs) ([35]) within different research and practical applications has gained traction because of their ability to produce high-density plasmas at low power levels and magnetic field intensities, and their capability to dissipate energy into the plasma deeper than other technologies such as capacitively-coupled (CC) or inductively-coupled (IC) discharges. Helicon sources have found usage within the materials processing industry, in electric propulsion devices, as ion sources for fusion systems, and within facilities researching the interactions between plasmas and materials at fusion-relevant conditions.

One of the claimed advantages of HPSs is the fact that the discharge is driven by radiofrequency (RF) waves emitted from an external helical antenna which does not contact the plasma directly, thereby discarding any damage to it as a potential failure mode. The erosion of electrodes and grids facing the plasma discharge is one of the key lifetime-limiting factors in practical devices relying on other plasma-generation techniques, and HPSs are therefore expected to exhibit long-lasting operational regimes. The presence of axial magnetic fields within HPSs also contributes to confine the plasma and reduce its diffusion towards the material boundaries. However, the erosion of these internal plasma-facing components due to the contact with the discharge has not been widely investigated in order to accurately estimate its effects. As these sources find their way into ever larger and more powerful devices, clearly understanding their limitations becomes key to the engineering of reliable and robust devices.

In a previous paper ([44]), we have contributed a review of this topic and the different phenomena involved in its analysis, and described past published work addressing erosion phenomena within HPS. Among those, Berisford et al. [II] conducted experimental measurements of the etching phenomena on the inside of a quartz tube used as dielectric boundary in a helicon source. They identified the voltages induced by the helicon antenna on the inner surface of the HPS dielectric cylindrical boundary as a key erosion mechanism, and correlated their predictions with experimental measurements to within an order of magnitude. Their work relied on simplified formulas for the sputtering of elemental targets by energetic ions and low-frequency RF sheaths, adapted for their particular HPS. Barada et al. [6] and Thakur et al. [106] also confirmed the relevance of this capacitive coupling phenomena in the regions near the location of the antenna straps. Recent work by Beers et al. [7, 8] developed a combined model integrating a finite-element simulation of the RF discharge, an ad-hoc sheath model and a transport code to estimate erosion and deposition rates in high-power deuterium discharges from the Proto-MPEX experiment, which were then compared to experimental measurements. Their approach to sputtering simplified the actual aluminum nitride (AIN) boundaries as pure aluminum, given their observations of aluminum enrichment in the surface after experimental runs. Their simulation provides an accurate and detailed prediction of sheath potentials, sputtering and deposition phenomena, and impurity transport within the HPS; its disadvantage is the complexity involved in the convergence of discrete ${ }_{3} \mathrm{D}$ codes.

In the present work, we describe the development and validation of a modeling tool for the estimation of sputtering and etch rates within the plasma-facing components of a HPS. It combines individual analytical modules for analyzing the 2 D distribution of plasma density within the source, the voltages produced by the sheaths in different regimes, and the sputtering phenomena and associated etching. The 2 D plasma description and the sheath models adapt fluid-dynamic models previously published in the literature, while the sputtering package is also based on
adapted empirical expressions developed to match available experimental data. The sputtering model was extended to provide the ability of simulating compound target materials. The combined model aims to simplify the estimation of average and peak erosion rates within HPSs, with the goal of providing a flexible tool that can be used to predict the performance of a particular device, to develop general erosion mitigation techniques for HPSs in general, and for the engineering analysis of practical helicon implementations.

This paper is organized as follows. Section 4.2 describes the individual components which form part of the simulation package. Section 4.3 describes the validation of each individual submodel against publicly-available experimental data sets; as well as the application of the combined tool to a particular HPS, the VX-CR device at Ad Astra Rocket Company Costa Rica. Section 4.4 analyzes these results and discusses the assumptions and limitations underlying the model, and section 4.5 summarizes the main findings of this work.

### 4.2. Mathematical Models

This section describes the first-principle models underlying the implementation of the analysis tools developed for the investigation of erosion phenomena within helicon plasma sources.

Figure 4.ra) presents an idealized diagram of a helicon plasma source (HPS), showing its main components in a typical cylindrical configuration, as well as the coordinate system defining the simulation domain. Figure 4.rb), reproduced from [44], describes the two main modes of erosion phenomena within the plasma-facing components of HPSs, as described in the literature.

The models presented in the following subsections are independent of the particular ion species present in the plasma, although they do assume the discharge is produced with a single gas (not a mixture of gasees), which is singly-ionized (a typical case in most low-temperature helicon sources).

### 4.2.I. Dispersion relation for helicon waves

Helicon waves fall into the category of right-hand polarized (RHP) plasma waves, which propagate along constant magnetic fields in bounded systems. They are related to atmospheric whistler waves, and typically appear in the frequency range $\omega_{c i} \ll \omega \ll \omega_{c e}$, where $\omega$ is the excitation frequency and $\omega_{c i}$ and $\omega_{c e}$ are, respectively, the ion and electron cyclotron frequencies for the given configuration.

A description of the relation dispersion describing helicon plasma waves can be obtained from Maxwell's equations, applying the cold plasma approximation (non-thermal ions) and neglecting the displacement current, as shown in detail by Chen and Arnush [5, 33, 36].

When electron inertia is retained in the derivation, the total wave number $\beta$ of the wave is defined by

$$
\beta_{1,2}=\frac{k}{2 \delta}\left[1 \mp\left(1-\frac{4 \delta k_{\omega}^{2}}{k^{2}}\right)^{1 / 2}\right] \approx \frac{k_{\|}}{2 \delta}\left[1 \mp\left(1-\frac{2 \delta k_{\omega}^{2}}{k_{\|}^{2}}\right)\right] \approx\left\{\begin{array}{c}
k_{\omega}^{2} / k_{\|}  \tag{4.I}\\
k_{\|} / \delta
\end{array}\right.
$$



Figure 4.I: (a) A simplified diagram of a Helicon Plasma Source (HPS). (b) A representation of the main mechanisms of erosion present in Helicon Plasma Sources, reproduced from [44]. Region ( $I$ ) describes the acceleration of ions towards the inner confinement surfaces due to the DC sheath and the floating negative potential present at the surface. Region (2) describes the acceleration of the ions due to the present of an external source of RF excitation, such as the terminals of the antenna used to excite the plasma discharge.
where $\theta$ is the angle of propagation of the wave with respect to the constant, axial magnetic field $\mathbf{B}=B_{0} \hat{\mathbf{e}}_{\mathbf{z}}$, with components parallel and perpendicular to $\mathbf{B}: \beta^{2}=k_{\|}^{2}+k_{\perp}^{2}$, where $k_{\|}=\beta \cos \theta$ and $k_{\perp}=\beta \sin \theta$. The ratio $\delta=\omega / \omega_{c e}$ is the ratio between the wave frequency and the electron cyclotron frequency $\omega_{c e}=e B_{0} / m_{e}$, and $k_{\omega}^{2}=\omega \omega_{p}^{2} / \omega_{c e} c^{2}=\omega n_{0} e \mu_{0} / B_{0} \equiv \beta k_{\|}$is the wavenumber for low-frequency whistler waves along $B_{0}$ in free space.

The first solution to equation 4.I, $\beta_{1}$, corresponds to the helicon or $H$ mode obtained in the zero electron mass limit, when electron inertia is neglected. Solution $\beta_{2}$ corresponds to the Trivelpiece-Gould or $T G$ mode, an electron cyclotron wave propagating at an angle to the magnetic field and a relevant damping mechanism in helicon plasma sources, particularly at low values of $B_{0}$.

The expression for the $H$ mode $\beta_{1}$ can be expanded as

$$
\begin{equation*}
\beta_{1}=\frac{\omega}{k_{\|}} \frac{n_{0} e \mu_{0}}{B_{0}}=\frac{\omega}{\beta_{1} \cos \theta} \frac{n_{0} e \mu_{0}}{B_{0}} \tag{4.2}
\end{equation*}
$$

where $n_{0}$ corresponds to the electron density of the plasma where the wave is propagating, with $e$ the electron charge and $\mu_{0}$ the permeability of free space.

The previous equation provides a means to estimate the maximum value of the expected plasma density for a given helicon device as a function of the axial magnetic field intensity $B_{0}$, for given values of the excitation frequency $\omega$, the parallel wave number $k_{\|}$and the angle $\theta$ between the wave propagation vector and $B_{0}$. These last parameters can be determined through the source's RF subsystem and the antenna geometry.

For the typical scenario of a helicon plasma source of cylindrical geometry of radius $R$ and exciting mode $m=$ 1 , the previous equation can be simplified $[32,33]$ to

$$
\begin{equation*}
n_{0}=\left(\frac{p_{0} k_{\|}}{R \omega e \mu_{0}}\right) B_{0} \tag{4.3}
\end{equation*}
$$

where $p_{0}$ is the lowest root of the Bessel function of the first kind and order o $\left(J_{1}\left(p_{0}\right)=0\right.$, with $\left.p_{0} \approx 3.83\right)$.
The actual distribution of plasma density within practical helicon plasma sources is seldom uniform, yet this expression enables the estimation of a reference value for the expected peak plasma density, which can be used with the subsequent models when describing the variation in all relevant plasma parameters.

### 4.2.2. 2D fluid description of cylindrical magnetized plasmas in steady-state

The description of the plasma behavior within a helicon plasma source is provided by a 2 D , two-fluid description of cylindrical plasmas in the presence of an axial magnetic field using the cylindrical coordinate set $(r, \theta, z)$. The chosen model is an implementation of the asymptotic magnetized regime proposed by Ahedo and NavarroCavallé [3], which describes a quasineutral, isothermal plasma with azimuthal symmetry and where the ion temperature is much lower than the electron temperature, $T_{i} \ll T_{e}$. The model is based in a series of assumptions and
simplifications, including: steady-state, azimuthal symmetry, cold neutrals whose velocity $u_{n}$ and density distribution $n_{n}$ only depend on the axial position, longitudinal ambipolarity where the axial and radial velocities of ions and electrons are constant $\left(u_{i z}=u_{e z}\right.$ and $\left.u_{i r}=u_{e r}\right)$ and the ion azimuthal velocity is negligible $u_{i \theta} \ll u_{e \theta}=u_{\theta}$, among others chosen by the authors.

The model is described by a set of radial and axial equations. The radial submodel describes the behavior of the plasma at a given axial location $z$. The ratio between the plasma density $n_{r}$ and its value at the cylinder axis $n_{r}(z, 0)$ can be described by the expression

$$
\begin{equation*}
\frac{n_{r}(z, r)}{n_{r}(z, 0)}=J_{0}\left(a_{0} \frac{r}{R}\right) \tag{4.4}
\end{equation*}
$$

where $r$ is the radial coordinate, $R$ is the maximum radius of the cylindrical plasma discharge, $n_{r}$ is the quasineutral plasma density, $J_{0}$ is the Bessel function of the first kind of order 0 and $a_{0} \approx 2.405$ is the first zero of $J_{0}$.

The radial component of the ion and electron velocity $u_{r}$ is normalized by the ion sound speed $c_{s}=\sqrt{e T_{e} / m_{i}}$ and can be expressed as

$$
\begin{equation*}
\frac{u_{r}}{c_{s}}=a_{0}\left(\frac{\nu_{e} \omega_{r}}{\omega_{l h}^{2}}\right)\left[\frac{J_{1}\left(a_{0} r / R\right)}{J_{0}\left(a_{0} r / R\right)}\right] \tag{4.5}
\end{equation*}
$$

where the term $\nu_{e}=\nu_{e n}+\nu_{e i}+\nu_{i o n}$ is a linear combination of the electron-neutral $\nu_{e n}$ and electronion $\nu_{e i}$ collision frequencies as well as the ionization frequency $\nu_{i o n}, \omega_{r}=c_{s} / R$ is the radial transit frequency; $\omega_{l h}=e B_{0} / \sqrt{m_{e} m_{i}}$ is the lower-hybrid frequency and $J_{1}$ is the Bessel function of the first kind of order 1 . The collision rates composing the term $\nu_{e}$ can be approximated as a function of $T_{e}$, as described in [3].

The electron azimuthal velocity $u_{\theta}$ is normalized by the electron thermal velocity $c_{e}=\sqrt{e T_{e} / m_{e}}$ and is described by the expression

$$
\begin{equation*}
\frac{u_{\theta}}{c_{e}}=\left(u_{r} / c_{s}\right)\left(\omega_{l h} / \nu_{e}\right) \tag{4.6}
\end{equation*}
$$

Boundary conditions for the radial model preclude null plasma velocities and plasma potential $u_{r}=u_{\theta}=$ $\phi_{p}=0$, and a known plasma density $n(z, r)=n(0, r)$ at the cylinder axis $r=0$. At the $r=R$ physical boundary, the Bohm sheath criterion states that $u_{r}(z, R)=c_{s}$.

The axial submodel describes the plasma parameters at the $r=0$ coordinate as a function of the axial coordinate $z$. For the limit of large $T_{e}$, large $B_{0}$ and with ideal plasma recombination at the system physical boundaries (producing neutrals with the same axial velocity $u_{n}$ ), the ideal asymptotic model from Ahedo et al. ([3]) can be applied.

The axial neutral velocity $u_{n}$ remains constant throughout the source,

$$
\begin{equation*}
u_{n}=u_{n 0} \tag{4.7}
\end{equation*}
$$

The axial velocity of both ions and electrons, $u_{z}$, is normalized by the ion sound velocity $c_{s}$ and defined in terms of the auxiliary variable $\xi$ as follows

$$
\begin{equation*}
u_{z} / c_{s}=\tan \xi \tag{4.8}
\end{equation*}
$$

The plasma density $n$ is described by the following expression

$$
\begin{equation*}
n / n_{0}=2 \eta_{u} \cos ^{2} \xi \tag{4.9}
\end{equation*}
$$

where $n_{0}=g_{0} / c_{s}$ is a reference plasma density, $g_{0}$ is the axial flow of heavy species (ions + neutrals) at the upstream boundary of the source $g_{0}=\dot{m} /\left(m_{i} \pi R^{2}\right)$, $\dot{m}$ is the input mass flow to the system, and $m_{i}$ is the mass of the ions. The parameter $\eta_{u}=n_{z=0} / n_{0}$ is the propellant utilization defined as the ratio between the plasma density at the downstream open boundary of the system, $n_{z=0}$, and $n_{0}$.

The axial neutral density $n_{n}$ is defined as

$$
\begin{equation*}
n_{n} / n_{n 0}=1-\eta_{u} \sin 2 \xi \tag{4.10}
\end{equation*}
$$

where $n_{n} 0=g_{0} / u_{n 0}$ is a reference neutral density.
The axial variation of the auxiliary variable $\xi$ is defined implicitly by the integral expression

$$
\begin{equation*}
\frac{z+L}{L_{\star}}=\int_{-\pi / 4}^{\xi} \frac{1-\tan ^{2} \xi^{\prime}}{1-\eta_{u} \sin 2 \xi^{\prime}} d \xi^{\prime} \tag{4.II}
\end{equation*}
$$

where $L$ is the axial length of the simulation space, $L_{\star}=c_{s} /\left(R_{i o n} n_{n 0}\right)$ is an effective ionization mean free path, and $R_{i o n}$ is the ionization collision rate. An expressions for $R_{i o n}$ as a function of $T_{e}$ is provided in [3].

The boundary conditions for the axial model include the given known values for the following parameters at both the upstream boundary $z=-L$ and the downstream exit plane $z=0$ : a given value for the flow of neutrals into the system, $g_{0}$; the reference neutral axial velocity $u_{n}(r,-L)=u_{n 0}$; and the plasma velocity equal to the Bohm velocity at both the upstream and downstream axial boundaries, $u_{z}(r,-L)=-c_{s}$ and $u_{z}(r, 0)=c_{s}$. Setting $z=0$ and $\xi=\pi / 4$ in equation 4.II defines the propellant utilization $\eta_{u}$ as an implicit function of the ratio $L / L_{\star}$.

### 4.2.3. Sheath models

In the region where the plasma contacts a physical material boundary, the quasineutrality of the bulk discharges is broken due to the buildup of charge at the surface. This region is called a sheath, and its properties depend on both the parameters of the plasma as well as the material surface. The scale of the sheath is in the order of the Debye length, $\lambda_{D}=\left(\epsilon_{0} T_{e} / e n_{0}\right)^{1 / 2}$, and is typically much smaller than the characteristic dimensions of practical laboratory plasmas.

The transition between the bulk plasma and the material surface occurs through different regions or regimes. Prior to the actual sheath, the pre-sheath is located, where the plasma density and potential decrease but quasineutrality is still preserved. At the point where the sheath begins, the Bohm sheath criterion must be met, $u_{i} \geq c_{s}$. Within the sheath, quasineutrality breaks and the electron density decreases rapidly towards zero. The potential at the material wall $\Phi_{w}$ is therefore lower than the bulk plasma.

For the case of a floating dielectric material immersed into the plasma, the potential obtained at the wall can be described ([7I]) as

$$
\begin{equation*}
\Phi_{w}=-T_{e} \ln \sqrt{\frac{m_{i}}{2 \pi m_{e}}} . \tag{4.12}
\end{equation*}
$$

It is a function of constant properties of the plasma species (the ion and electron masses, $m_{i}$ and $m_{e}$ ), and the electron temperature $T_{e}$ expressed in units of electric potential. Under the assumption that $T_{i} \approx 0$, ions entering the sheath will be accelerated towards the wall due to the potential difference $\Phi_{p}-\Phi_{w}$, where $\Phi_{p}$ is the plasma potential.

Other conditions could be present in the boundary material, such as grounded or biased surfaces at a potential $\Phi_{\text {bias }}$, in which case the analysis would need to take into account the effect of the potential difference $\Phi_{p}-\Phi_{\text {bias }}$ in the acceleration of the ions.

For the case where radiofrequency (RF) waves are present near the interface of plasmas and materials, such as near the location of the antenna straps providing the excitation source in helicon plasma sources, an $R F$ plasma sheath is created. When the driving RF frequencies are sufficiently high $\left(\omega_{r f} \gg \omega_{p i}\right.$, with $\omega_{p i}^{2}=\left(e^{2} n_{0}\right) /\left(\epsilon_{0} m_{i}\right)$ the ion plasma frequency), the ions are able to respond only to the time-averaged variations in the DC plasma potentials and not the instantaneous RF wave. The electrons in the bulk plasma are able to react to the RF wave potentials, yet most of the current in the sheath is displacement current, given its low electron density.

When the frequency of the RF wave is low enough, ions are able to respond to the RF wave and a low frequency sheath is formed. This condition requires that $\omega \ll \omega_{i}=\pi \omega_{p i}\left(2 T_{e} / V_{0}\right)^{1 / 4}$, with $V_{0}$ the transient voltage of the RF wave [7r]. During the RF cycle, the ions will be accelerated towards the surface due to the time-varying potential.

The ion energy distribution function $g_{i}(E)$ for a low-frequency RF sheath [71] is given by the expression

$$
g_{i}(E)= \begin{cases}\frac{1}{\pi}\left[V_{r f}^{2}-\left(V_{\text {bias }}-E\right)^{2}\right]^{-1 / 2} & E \neq V_{\text {bias }}  \tag{4.13}\\ \frac{1}{2 \pi}\left[\pi-2 \sin ^{-1}\left(V_{\text {bias }} / V_{r f}\right)\right] & E=V_{\text {bias }}\end{cases}
$$

where $V_{r f}$ is the peak voltage amplitude of the RF wave, $V_{\text {bias }}$ is any DC bias voltage applied to the surface, and $E$ is the instantaneous voltage of the RF field. The distribution has a different expression for the case $E=V_{\text {bias }}$, to take into account the rectifying effect of the low-frequency sheath.

### 4.2.4. Sputtering phenomena

Plasma-surface interactions include all the phenomena that appear at the intersection between plasmas and a material boundary. Among those, sputtering is of significant interest to the fields of materials processing, fusion engineering and electric space propulsion. Sputtering is the removal of material from a solid surface due to the impact of energetic particles, and it plays a fundamental role in determining the lifetime of practical devices.

Sputtering depends on several parameters, including the properties of the impinging particles, the composition of the target material surface and the geometry of the impact. A simplified model for the geometry of the sputtering process ([44]) describes the incoming ion being accelerated by the potential drop on the sheath to an energy $E_{0}$ until it impacts the surface with an angle $\theta$ with respect to the surface normal. If the energy surpasses a threshold level for the occurrence of sputtering, $E_{0}>E_{t h r}$, a cascade of collisions within the target material will be able to provide sufficient momentum to one or several particles in the top layer of the target material, and allow them to overcome the surface binding energy $E_{s b}$ and leave the surface.

Sputtering is described by the sputtering yield $Y$, defined as the number of surface particles sputtered from the target material surface per incoming ion. It depends on the properties of the impacting ion and the target material, the energy of the ion and the angle of incidence. Several models have been developed for the estimation of actual sputtering yields; the model chosen for this study is the one published by Eckstein and Preuss [48], which improves upon earlier work.

The sputtering yield $Y$ when ions impact a surface at normal incidence $(\theta=0)$ is obtained with the expression

$$
\begin{equation*}
Y\left(E_{0}\right)=q s_{n}^{K r C}\left(E_{0}\right) \frac{\left(\frac{E_{0}}{E_{t h r}}-1\right)^{\mu}}{\lambda+\left(\frac{E_{0}}{E_{t h r}}-1\right)^{\mu}} . \tag{4.14}
\end{equation*}
$$

It depends on three free parameters ( $q, \lambda$ and $\mu$ ) used to fit the model to experimental data. Behrisch and Eckstein [9] have tabulated these parameters for a significant selection of sputtering scenarios involving monoatomic
elemental targets. The term $s_{n}^{K r C}$ is the krypton-carbon interaction potential,

$$
\begin{equation*}
s_{n}^{K r C}(\varepsilon)=\frac{0.5 \ln (1+1.2288 \varepsilon)}{\varepsilon+0.1728 \sqrt{\varepsilon}+0.008 \varepsilon^{0.1504}} \tag{4.15}
\end{equation*}
$$

which is used as an adequate mean value to describe the nuclear stopping cross section for the problem, for any combination of ion species and target materials (not necessarily involving carbon or krypton) ${ }^{\text {r }}$. The term $\varepsilon$ is the reduced potential, which is calculated as

$$
\begin{equation*}
\varepsilon=E_{0} \frac{M_{t}}{M_{i}+M_{t}} \frac{a_{L}}{Z_{i} Z_{t} e^{2}} \tag{4.16}
\end{equation*}
$$

and depends on the parameter $a_{L}$, the Lindhard screening length,

$$
\begin{equation*}
a_{L}=\left(\frac{9 \pi^{2}}{128}\right)^{1 / 3} a_{B}\left(Z_{i o n}^{2 / 3}+Z_{\text {tar }}^{2 / 3}\right)^{-1 / 2} \tag{4.17}
\end{equation*}
$$

where $a_{B}$ is the Bohr atomic radius.
When the ion impact occurs at an angle, $0<\theta \leq \pi / 2, Y$ can be described by the expression

$$
\begin{equation*}
Y\left(E_{0}, \theta\right)=Y\left(E_{0}, 0\right)\left\{\cos \left[\left(\frac{\theta}{\theta_{0}} \frac{\pi}{2}\right)^{c}\right]\right\}^{-f} \exp \left\{b\left(1-\frac{1}{\cos \left[\left(\frac{\theta}{\theta_{0}} \frac{\pi}{2}\right)^{c}\right]}\right)\right\} \tag{4.18}
\end{equation*}
$$

It depends on the parameters $b, c$ and $f$, which have also been tabulated in [ 9 ] for a variety of common scenarios.
The parameter $\theta_{0}$ is calculated according to the expression

$$
\begin{equation*}
\theta_{0}=\pi-\arccos \sqrt{\frac{1}{1+\left(E_{0} / E_{s p}\right)}} \geq \frac{\pi}{2} \tag{4.19}
\end{equation*}
$$

where $E_{s p}$ corresponds to the surface binding energy of the impacting ions; it is equal to the surface binding energy of the projectiles in the case of self bombardment, $E_{s p}=0$ for noble gas ions impacting on the target, and $E_{s p} \approx 1 \mathrm{eV}$ for ions of the hydrogen isotopes [48].

### 4.2.5. Implementation

The models described in the previous subsections were implemented as an object-oriented (OOP) toolkit in the Python programming language (version 3.9), with extensive use of routines from the NumPy and SciPy packages.

[^1]The OOP approach enables a modular design, which allows for the substitution of a particular submodel with an alternative version. The approximate running time for the sensitivity analysis simulations presented in figures 4.9 and 4.1 o is less than 5 minutes, on a PC computer having quad-core Intel Core is-5200 CPU at $2.20 \mathrm{GHz}, 8 \mathrm{~GB}$ of RAM and running the Debian GNU/Linux operating system.

### 4.3. Results

### 4.3.I. Model validation

In order to adjust the parameters in the models described in section 4.2 and to verify the accuracy of their estimations, publicly-available experimental data from a variety of suitable HPSs has been used for comparison. The chosen experimental data sets match the assumptions and configurations required by each submodel, and sufficient detail has been disclosed regarding the relevant physical and geometrical parameters of the source, enabling the use of the different mathematical expressions.

Figure 4.2 presents the estimations of $n_{e}$ provided by equation 4.3 of section 4.2.I as a function of the axial magnetic field $B_{0}$, together with experimental data published by Chen [38], Tysk et al. [no] and LaFleur et al. [65]. The parameters obtained for these three validation cases of figure 4.2 are listed in table 4.I. The chosen data sets are all helicon devices tested with argon gas, using Boswell-type double saddle antennas or half-helical antennas, which preferentially excite wavelengths of twice their lengths, $\lambda \approx 2 \times L_{\text {ant }}$. The parallel angular wave number $k_{\|}$of equation 4.3 is then obtained as $k_{\|}=2 \pi / \lambda$. This estimation is only an approximation, and figure 4.2 shows the range of estimated density values accounting for variations in the wavelength $\lambda$ of $\pm 50 \%$ as suggested by Light and Chen [72]. The linear relationship between $n$ and $B_{0}$ present in all experimental data sets is closely matched by the model estimations, particularly for the Chen and LaFleur data sets.

Table 4.I: Experimental parameters obtained for the data sets of figure 4.2, used for the validation of the simplified helicon wave dispersion model of equation 4.3.

|  | Chen, 1992 <br> $[38]$ | Tysk, 2004 <br> $[$ [io $]$ | LaFleur, 2010 <br> [65] |
| :--- | :--- | :--- | :--- |
| Ion species | $A r^{+}$ | $A r^{+}$ | $A r^{+}$ |
| $L_{\text {ant }}(\mathrm{m})$ | 0.12 | 0.12 | 0.1 |
| $\lambda(\mathrm{~m})$ | 0.24 | 0.24 | 0.2 |
| $k_{\\|}(\mathrm{rad} / \mathrm{m})$ | 26.18 | 15.71 | 31.42 |
| $R(\mathrm{~m})$ | 0.02 | 0.05 | 0.068 |
| $f\left(\times 10^{6} \mathrm{~Hz}\right)$ | 27.12 | 13.56 | 13.56 |
| $\omega\left(\times 10^{7} \mathrm{rad} / \mathrm{s}\right)$ | 17.04 | 8.52 | 8.52 |

The two separate fluid-models described in subsection 4.2.2 are compared to experimental measurements in figures 4.3 and 4.4. The chosen versions of these models are the asymptotic, magnetized regimes. For the case of the radial model $[2,3]$, figure 4.3 shows the normalized radial profile of the plasma density, compared to experimental data from the CSDX device published by Burin et al. [20], from the VX-CR device by Castro et al. [26] and from


Figure 4.2: Comparison between the estimations provided by the helicon wave dispersion relation of equation 4.I and experimental data published by Chen ([38]), Tysk et al. ([ino]) and LaFleur [65]. The shaded regions correspond to variations in the estimation of $n_{e}$ when considering the uncertainty in the estimation of $\lambda$, taken as $\pm 50 \%$. Uncertainty data was only available for the experimental data points obtained from Tysk et al. ([iro]), where the average uncertainty is $u\left(n_{e}\right) \approx 1.5 \times 10^{18} \mathrm{~m}^{-3}$.
the PISCES-RF device by Thakur et al. [IO5, 106], from experimental runs using argon gas as the feedstock in all cases. The published experimental parameters obtained from these experimental data sets are described in table 4.2. The reference plasma density $n_{r 0}$ is obtained from the peak density value at $r=0$. In the case of the VX-CR device, the radial coordinates of the published density values in [26] have been adjusted to account for the expansion of the magnetic field lines (and the plasma plume) as they exit the HPS towards the point of measurement. As described by the original authors, the magnetized version of this radial model describes a slow decay of the radial plasma density, which falls rapidly near the radial boundary of the HPS; the experimental data confirms this behavior, with only the VX-CR data approximating the estimated trend. For the purposes of this research, the fact that this magnetized regime of the radial model may overestimate the plasma density near the surface boundary, allows for a more conservative estimation of the boundary etch rates.


Figure 4.3: Comparison of the radial plasma density distribution estimated by Ahedo's radial model [2,3] and experimental data published by Burin et al. [20], Castro et al. [26], and Thakur et al. [105, io6]. Uncertainty information was only available for the data sets from Burin et al. (where the uncertainty is deemed "negligible") and for Castro et al., where $u\left(n_{r} / n_{r 0}\right) \approx 0.05$.

The validation of the axial model of equations 4.7-4.II with experimental data is presented in figure 4.4, where

Table 4.2: Experimental parameters obtained for the validation data sets of figure 4.3 , used for the validation of Ahedo's radial model in the magnetized case [2, 3], as shown in equations 4.4-4.6.

|  | Burin, 2005 <br> $[20]$ | Castro, 2013 <br> $[26]$ | Thakur, 202I <br> $[$ ro6 $]$ | Thakur, 202Ib <br> $[\mathrm{Ios}]$ |
| :--- | :--- | :--- | :--- | :--- |
| Ion species | $A r^{+}$ | $A r^{+}$ | $A r^{+}$ | $A r^{+}$ |
| $T_{e}(\mathrm{eV})$ | 2.25 | 4.0 | 5.0 | 3.50 |
| $n_{0}\left(\times 10^{19} \mathrm{~m}^{-3}\right)$ | 2.35 | 0.388 | 2.45 | 1.93 |
| $R_{0}(\mathrm{~m})$ | 0.1 | 0.045 | 0.1 | 0.1 |
| $B_{0}(\mathrm{~T})$ | 0.1 | 0.1 | 0.09 | 0.09 |

the on-axis plasma density is presented as a function of the axial position inside the cylindrical dielectric containment surface. The experimental data sets are those published by Berisford et al. [ri] and Takahashi et al. [ior], which once again correspond to experiments running on argon gas. The source parameters used in the estimation are listed in table 4.3. It was found that the axial model was able to predict the behavior of the axial density profile, but an axial displacement $\Delta z=z_{\text {exp }}-z_{\text {mod }}$ was required to match the experimental data, where $z_{\text {exp }}$ and $z_{\text {mod }}$ are, respectively, the experimental axial coordinates and the ones used for the model calculations. The reference plasma density $n_{0}$ is obtained as the asymptotic on-axis density at the downstream boundary of the simulation domain (at the coordinate $z=0$ following the convention of [3]). At this location, the Bohm criterion ( $u_{z=0}=c_{s}$ ) is imposed as a boundary condition, setting the auxiliary variable $\xi=\pi / 4$ according to equation 4.8. As the optimization process described for equation 4 .II when $z=0$ converges to values $\eta_{u} \rightarrow 1$ for these two configurations (complete propellant utilization) equation 4.9 will tend towards a maximum value of 2 for the ratio $n / n_{0}$, which corresponds to the peak on-axis density and can be verified in the experimental data sets.

Table 4.3: Experimental parameters obtained for the data sets used in figure 4.4, for the validation of Ahedo's axial model in the asymptotic case [3].

|  | Berisford, 201O <br> $[\mathrm{II}]$ | Takahashi, 2017 <br> $[\mathrm{IoI}]$ |
| :--- | :--- | :--- |
| Ion species | $A r^{+}$ | $A r^{+}$ |
| $\mathrm{L}(\mathrm{m})$ | 0.4 | 0.2 |
| $\Delta z(\mathrm{~m})$ | -0.1 | 0.2 |
| $T_{e}(\mathrm{eV})$ | 3.8 | 6.0 |
| $B_{0}(\mathrm{~T})$ | 0.06 | 0.03 |
| $n_{0}\left(\mathrm{~m}^{-3}\right)$ | $1.0 \times 10^{19}$ | $8.0 \times 10^{17}$ |

The sputtering model from [48] is compared to experimental data in figure 4.5 , for the particular case of argon ions impacting $\mathrm{SiO}_{2}\left[7 \mathrm{II}, 8 \mathrm{I}, \mathrm{II} 2, \mathrm{II}^{2}\right], \mathrm{Al}_{2} \mathrm{O}_{3}[7 \mathrm{II}, 8 \mathrm{I}]$ and $\mathrm{Si}_{3} \mathrm{~N}_{4}[\mathrm{II7}]$ target materials. The sputtering yield is presented as a function of incident ion energy. These materials were chosen as they are some of the most widely used in the construction of practical HPSs, including the VX-CR device analyzed in the next subsection. Eckstein's model, as described by equations $4.14-4.18$, is designed to model the interaction between elemental ions and surface materials. The fitting parameters available in the literature for these equations [9] only account for this type of target materials. Therefore, some of the required parameters were obtained by averaging the values of the consti-


Figure 4.4: Comparison of the distribution of the on-axis plasma density as estimated by Ahedo's axial model [3] and experimental data published by Berisford et al. [ri] and Takahashi et al. [Ior]. Uncertainty data was not available for these data sets.
tuting elements of the compound materials, following a technique originally proposed by Berisford et al. [II] when applying the particular sputtering model presented in [77]. Table 4.4 lists the parameters chosen to represent these compound materials. The atomic number $Z_{t}$, the atomic mass $m_{t}$ and the surface binding energy $S B E_{t}$ for each compound target material were found as a simple arithmetic average between the values corresponding to the two constituent elements in the lattice. SBE data was obtained from [71]. The threshold energy, a key parameter in the analysis of low-temperature devices such as typical laboratory HPSs, was selected as the corresponding value for argon atoms in normal incidence on pure Si in the case of $\mathrm{SiO}_{2}$ and $\mathrm{Si}_{3} \mathrm{~N}_{4}$, and that of pure Al for the case of $\mathrm{Al}_{2} \mathrm{O}_{3}$ [9]. The remaining fitting parameters $\lambda, q$ and $\mu$ were obtained through a least-squares optimization algorithm.


Figure 4.5: Estimation of the sputtering yield at normal incidence for argon ions impacting on different dielectric ceramic materials commonly used in HPSs, obtained from the model presented in subsection 4.2.4. The fitting parameters used are those described in table 4.4. The estimations are compared to the available experimental data points published for $\mathrm{SiO}_{2}\left[7 \mathrm{II}, 8_{\mathrm{I}}, \mathrm{II} 2, \mathrm{II7}\right], \mathrm{Al}_{2} \mathrm{O}_{3}[7 \mathrm{II}, 8 \mathrm{II}]$ and $\mathrm{Si}_{3} \mathrm{~N} 4$ [II7]. Uncertainty data was only available for the data sets obtained from Zalm et al. ([ir7]) where the average uncertainty is given as $\pm 10 \%$, and for Varga et al. ([II2]), where the average uncertainty is $u\left(Y_{\text {sputt }}\right) \approx 0.1$ atoms/ion.

Table 4.4: Fitting parameters chosen to represent $\mathrm{SiO}_{2}, \mathrm{Al}_{2} \mathrm{O}_{3}$ and $\mathrm{Si}_{3} \mathrm{~N}_{4}$ within the sputtering estimation models presented in figure 4.5. The values for the material properties and the fitting parameters were obtained through a combination of averaging and optimization techniques, as described in subsection 4.3.I.

|  | $\mathrm{SiO}_{2}$ | $\mathrm{Al}_{2} \mathrm{O}_{3}$ | $\mathrm{Si}_{3} \mathrm{~N}_{4}$ |
| :--- | ---: | ---: | ---: |
| $Z_{t}$ | 11.0 | 10.5 | 10.5 |
| $m_{t}(\mathrm{amu})$ | 22.042 | 21.485 | 21.045 |
| $\mathrm{SBE}_{t}(\mathrm{eV})$ | 3.653 | 3.36 | 4.811 |
| $E_{t h r}(\mathrm{eV})$ | 32.8380 | 21.55 | 32.838 |
| $\rho\left(\mathrm{~kg} / \mathrm{m}^{3}\right)$ | 2648 | 3987 | 3170 |
| $\lambda$ | 7.417 | 14.553 | 10.0 |
| $q$ | 3.636 | 3.373 | 3.4777 |
| $\mu$ | 2.339 | 0.397 | 1.363 |

### 4.3.2. Analysis and investigation of the VX-CR HPS

The VX-CR experiment $[26,45]$ is a research helicon plasma source (HPS) located at Ad Astra Rocket Company Costa Rica, designed for the study of thermal management and component lifetime issues in the first stage of the VASIMR ${ }^{\circledR}$ [28] engine. Figure 4.6 (a) shows a simplified diagram of its operating configuration. It consists of a dielectric ceramic cylinder enclosed in a high vacuum chamber with a base pressure of $1.3 \times 10^{-4} \mathrm{~Pa}$. One end of this cylinder is sealed with a dielectric ceramic endcap, with openings to allow the injection of gas into the HPS. This cylinder is surrounded by a half-wavelength helical copper antenna, driven by an external RF subsystem able to deliver up to $13 \mathrm{~kW}_{e}$ of radiofrequency energy to the plasma discharge. The open end of the dielectric cylinder is connected to a $14 \mathrm{~m}^{3}$ exhaust vacuum chamber (not shown in figure 4.6 ), with a baseline pressure of $1.3 \times 10^{-1}$ Pa. An axial magnetic field is created through two solenoid coils, with the resulting magnetic field intensity profile depicted in figure 4.6 (b). The dielectric boundary surfaces in the VX-CR are at a floating electric potential; this is not always the case for all HPSs, as these elements can be grounded ([II]) or biased to a particular voltage. Argon is the feedstock gas used in typical operations with the VX-CR and was used in the simulated results described in this subsection.

The models described in section 4.2 and validated in subsection 4.3.1 were used to estimate the erosion rates due to plasma-material interaction in the VX-CR device. Table 4.5 shows typical geometrical and operational parameters characteristic of experimental runs at the VX-CR device, at RF power levels between $\mathrm{m} \mathrm{kW}_{e}$ and $4 \mathrm{~kW}_{e}$ and using argon gas. The three ceramic materials which have been used for the dielectric components of the device (the cylinder and its boundary endcap) are silicon dioxide $\left(\mathrm{SiO}_{2}\right)$, alumina $\left(\mathrm{Al}_{2} \mathrm{O}_{3}\right)$ and silicon nitride $\left(\mathrm{Si}_{3} \mathrm{~N}_{4}\right)$. Figure $4.7 a$ presents experimental measurements of the peak RF voltages at the helicon antenna straps as a function of the delivered RF forward power to the system; figure $4.7 b$ (adapted from [26]) describes estimations of the electron temperature $T_{e}$ obtained from Langmuir probe data, also as a function of RF forward power.

Figure 4.8 shows the distribution of normalized plasma density inside the VX-CR HPS, as predicted by the models described in subsection 4.2.2 for the scenario with $T_{e}=5 \mathrm{eV}$. A base density of $n_{0} \approx 4.04 \times 10^{18} \mathrm{~m}^{-3}$ is predicted. The maximum estimated plasma density corresponds to $n_{\max } \approx 8.19 \times 10^{18} \mathrm{~m}^{-3}$, while the mean


Figure 4.6: (a) Diagram of the VX-CR research helicon device. The axial magnetic field is produced through two solenoid coils, $I$ in the HPS region and 2 located downstream of the source. The HPS itself is located inside a high-vacuum chamber to prevent arcing from the voltages present in the RF subsystem. 3 represents the upstream dielectric boundary of the source and this is the point where gas injection occurs (not shown). 4 represents the dielectric cylindrical boundary of the HPS, as well as the approximate location of the helicon antenna straps. 5 marks the location of a reciprocating Langmuir probe used to obtain ion current density and plasma density readings. 6 describes the downstream section of the HPS, interfaced to a vacuum chamber and a pumping system (not shown). (b) Experimental measurements of the magnetic field intensity $B_{0}$ at the HPS axis as a function of the $z$ axial position. The coordinate system has its origin at the exit boundary of the HPS dielectric cylindrical boundary, following the convention established in section 4.2.2. Measurement uncertainties for the values of $B_{0}$ are less or equal than $0.0008 T$.
(a)

(b)


Figure 4.7: Experimental data obtained from the typical operation configuration of the VX-CR helicon plasma source, adapted from [26]. (a) shows the measurements of the peak voltage $V_{p}$ in the VX-CR helicon antenna, measured at the external RF feed line, as a function of the measured RF forward power coupled into the system. A linear regression has been calculated for these data points, with the resulting expression shown in the plot. (b) shows the estimated values for the electron temperature $T_{e}$ as a function of RF forward power, obtained from measurements with the reciprocating Langmuir probe. Experimental techniques and measurement uncertainties for these data points have been described in [26].

Table 4.5: Geometrical and physical parameters used for the simulation results of the VX-CR device presented in subsection 4.3.2. The values of $T_{e}$ and $V_{\max , \mathrm{RF}}$ correspond to three separate scenarios, and were obtained from the regression described in figure 4.7.

| Parameter | Value |
| :--- | :--- |
| $\mathrm{R}(\mathrm{m})$ | 0.045 |
| $\mathrm{~L}(\mathrm{~m})$ | 0.226 |
| $B_{0}(\mathrm{~T})$ | 0.1 |
| $T_{e}(\mathrm{eV})$ | $3.0,5.0,10.0$ |
| $\dot{m}(\mathrm{~kg} / \mathrm{s})$ | $1.785 \times 10^{-3}$ |
| $n_{n 0}\left(\mathrm{~m}^{-3}\right)$ | $1.5 \times 10^{20}$ |
| $\Delta r(\mathrm{~m})$ | $9 \times 10^{-5}$ |
| $\Delta z(\mathrm{~m})$ | $2.26 \times 10^{-4}$ |
| $f_{R F}(\mathrm{~Hz})$ | $13.56 \times 10^{6}$ |
| $V_{\text {max }, \mathrm{RF}}(\mathrm{V})$ | $111.30,165.66,301.56$ |
| Ion species | $\mathrm{Ar}^{+}$ |
| Dielectric materials | $\mathrm{SiO}_{2}, \mathrm{Al}_{2} \mathrm{O}_{3}, \mathrm{Si}_{3} \mathrm{~N}_{4}$ |

plasma density is $n_{\mathrm{avg}} \approx 3.04 \times 10^{18} \mathrm{~m}^{-3}$.
The estimated plasma density values shown in figure 4.8 were used to obtain the approximate values along the upstream axial $(\hat{z} \rightarrow-1)$ and radial $(\hat{r} \rightarrow 1)$ boundaries of the dielectric cylinder. The radial and axial resolutions used in this particular simulation, $\Delta r$ and $\Delta z$, are shown in table 4.5; although they exceed the Debye lengths present in both simulation boundaries, the density values obtained along these regions, $n_{\hat{z} \rightarrow-1}=n_{r}[\hat{r}, \hat{z}=$ $-1+(\Delta z / L)]$ and $n_{\hat{r} \rightarrow 1}=n_{r}[\hat{r}=1-(\Delta r / R), \hat{z}]$, have been used as reference values for the plasma density at these inner surfaces.

These density estimations along the radial and axial boundaries were used to calculate the etch rates along these surfaces due to the potential created at the wall by the sheath. The electron temperature $T_{e}$ was used as an input to equation 4.12 in order to estimate the potential developed by the inner surfaces, under the assumption that they are floating (isolated from any induced voltages, as is the case in the VX-CR device). Under the cold ion approximation, this potential is taken as the energy obtained by the ions as they traverse the sheath. The sputtering yield was calculated for the case of normal incidence (equation 4.I4) along the axial and radial boundaries. The etch rate $E$, defined as the ratio of surface etch depth per unit of time, was calculated through the expression

$$
\begin{equation*}
E=\frac{\Gamma_{i} Y M_{m}}{\rho_{t} N_{A}} \tag{4.20}
\end{equation*}
$$

where $\Gamma_{i}=n_{b} u_{B}$ is the incident ion flux (with $n_{b}$ the plasma density along the boundary), $M_{m}$ and $\rho_{t}$ are the molar mass and mass density of the surface material and $N_{A}$ is Avogadro's constant.

The results of the etch rate calculations are shown in figure 4.9 , where etch rate estimations are presented for the axial boundary (plots $\mathrm{a}, \mathrm{b}, \mathrm{c}$ ) and the radial boundary (plots $\mathrm{d}, \mathrm{e}, \mathrm{f}$ ). Results are shown for the three different dielectric materials previously analyzed $\left(\mathrm{SiO}_{2}, \mathrm{Al}_{2} \mathrm{O}_{3}\right.$ and $\left.\mathrm{Si}_{3} \mathrm{~N}_{4}\right)$, and three chosen values of the electron tempera-


Figure 4.8: Estimated plasma density distribution in the VX-CR device [26, 45], as estimated by Ahedo's model $[2,3]$. The relevant geometrical and physical parameters used for this simulation are listed in table 4.5 . The reference plasma density $n_{0}$ is calculated as the ratio of the axial flow rate of heavy species per unit area $g_{0}$ and the ion Bohm velocity, $n_{0}=g_{0} / c_{s}$, and has a value of $n_{0} \approx 4.04 \times 10^{18} \mathrm{~m}^{-3}$ in this particular simulation.
ture. Since the simulation provides the ions with an energy equal to the floating potential obtained by the dielectric walls, the results depend on both $T_{e}$ and the threshold energy for sputtering $E_{t h r}$ in each case. Figure 4.5 had shown that $\mathrm{Al}_{2} \mathrm{O}_{3}$ has a lower threshold energy than $\mathrm{SiO}_{2}$ and $\mathrm{Si}_{3} \mathrm{~N}_{4}$ according to the sputtering model, and that is the reason why the cases simulating silicon dioxide and silicon nitride present etching only at the higher values of the electron temperature, corresponding to the only scenarios where the wall floating potential produced by the plasma sheath is larger than $E_{t h r}$. For the scenarios involving aluminum nitride, no sputtering occurs for the cases with $T_{e}=3.0 \mathrm{eV}$.

Estimated Etch Rates at Axial Boundary $(z=-L)$


Figure 4.9: Estimated etch rates at the inner surfaces of the boundary dielectric containment material in the VX-CR device, as obtained through the combination of the density distribution, sheath and sputtering models described in section 4.2. The etch rates for the axial $(z=-L)$ boundary, the endplate located at the upstream end of the dielectric cylinder, are presented in the top row in plots (a), (b) and (c); the corresponding etch rates for the radial $(r=R)$ boundary, the inner surface of the dielectric cylinder, are presented in the bottom row in plots ( $\mathbf{d}$ ), (e) and (f). Estimations are presented for three different dielectric ceramic materials ( $\mathrm{SiO}_{2}, \mathrm{Al}_{2} \mathrm{O}_{3}$ and $\mathrm{Si}_{3} \mathrm{~N}_{4}$ ) and three reference values for the electron temperature $T_{e}$. Plots are shown only for those scenarios where the ion energies surpass the corresponding threshold energy for sputtering, $E_{0} \geq E_{t h r}$.

The low-frequency RF sheath model from [77], presented in subsection 4.2.3, can be used to estimate the etch rate produced in certain regions of the radial boundary of the dielectric cylinder due to the vicinity of the helicon antenna straps. Table 4.5 presents the frequency $f$ and peak voltage $V_{\text {max, RF }}$ present in the helicon antenna straps of the VX-CR device. Using equation 4.13 and assuming that the voltages present in the copper terminals of the antenna are directly induced in the nearby inner surfaces of the dielectric cylinder of the HPS (as suggested by the results presented by $[7$, II $]$ ), the incident ion energy distribution can be calculated. Once again using the cold ion
approximation and assuming the ions are accelerated at normal incident only by the RF sheath voltage, the mean sputtering yield $\bar{Y}$ due to the low-frequency RF sheath can be obtained as a function of the axial position along the inner surface of the dielectric cylinder through the expression

$$
\begin{equation*}
\bar{Y}(\hat{r}=1, \hat{z})=\int_{0}^{V_{\max , \mathrm{RF}}} Y(E) \cdot g_{i}(E, \hat{z}) \cdot d E \tag{4.2I}
\end{equation*}
$$

The average value of the sputtering yield, $\bar{Y}$ can then be used within equation 4.20 to estimate the etch rate at any potential axial location of the helicon antenna straps along the radial boundary. The results are presented in figure 4.Io for the same three candidate materials and $T_{e}$ values as in figure 4.9, where estimations are depicted for the etch rate along the entire radial boundary. Given the higher voltages induced by the RF subsystem in the helicon antenna, erosion is present in all configurations. These results are once again dependent on the sputtering threshold energy and the electron temperature. They are also a function of the voltages produced in the RF subsystem, which is an element external to the HPS and may differ between different practical implementations.

Etch Rates at Radial Boundary ( $r=R$ ) due to the Low-Frequency RF Sheath


Figure 4.io: Estimation of the etch rate at the radial boundary $r=R$, the inner surface of the dielectric cylinder, due to the low-frequency RF sheath induced by the vicinity of the straps of the helicon antenna, using a method derived from the approach by Berisford et al. [iI]. These plots represent the estimated etch rates for all possible locations of these external sources of RF excitation; actual devices typically have these antenna conductors at specific particular locations. Results are presented for three different candidate materials $\left(\mathrm{SiO}_{2}, \mathrm{Al}_{2} \mathrm{O}_{3}\right.$ and $\left.\mathrm{Si}_{3} \mathrm{~N}_{4}\right)$, and three values of the electron temperature $T_{e}$.

### 4.4. Discussion

### 4.4.I. Practical estimation of erosion within HPSs

The analysis of sputtering and erosion phenomena within HPSs is dependent on understanding the behavior of key properties of the plasma throughout the source and particularly in the vicinity of the physical boundary surfaces of interest, with density and temperature being the most relevant parameters. Published experimental results identify two main modes of plasma-material interaction relevant to the estimation of erosion rates in the plasma-facing components of HPSs, which were shown in figure 4.ib. Region ( $I$ ) in the figure describes the acceleration of ions
towards the boundary surfaces due to the potential obtained by the floating wall due to the formation of the sheath; the ions will obtain the energy difference between the plasma potential and the wall potential, $\Delta \phi_{p-w}=\phi_{p}-\phi_{w}$. When using the cold ion approximation, $\left|\phi_{p}\right| \ll\left|\phi_{w}\right|$ is often assumed. This DC sheath is present along all plasmafacing boundary surfaces. Region (z) in the diagram describes the interaction between the ions and the RF sheath produced by the oscillation voltages induced in the vicinity of the location of the helicon antenna straps, dependent on the operation of the RF subsystem external to the HPS. This particular type of sheath, present at specific discrete locations along the radial ( $r \rightarrow R$ ) boundary surface, is able to induce potentials $\phi_{R F}$ at the wall typically much larger than those produced by the DC sheath. Practical implementations of HPS commonly rely on RF generators operating in the high-frequency band ( $6.78 \mathrm{MHz}, 13.56 \mathrm{MHz}$ and other typical commercial frequencies), which enable the use of the low-frequency sheath model described in section 4.2.3 when the proper conditions are met.

The plasma density profile along the inner surfaces of the dielectric boundaries of a HPS has a direct influence on the magnitude of the rate of erosion throughout these regions, since the incident ion flow rate $\Gamma_{i}$ is directly proportional to $n_{b}$. In the present approach, the distribution of plasma density has been obtained through the use of the uncoupled models of subsection 4.2.2 for cylindrical geometries, which correspond to the asymptotic limit of the models presented by Ahedo et al. [3]. The radial model (equations 4.4-4.6) produces the classical diffusion profile based on the zero-order Bessel function. Figure 4.3 shows how the simulated profile tends to overestimate the radial density value as $r \rightarrow R$ when compared to experimental data, which will produce conservative values of the ion flow rate towards the surface.

The axial model of equations 4.7-4.II describes the axial distribution of plasma density along the central axis of the cylindrical geometry, as a function of the reference density $n_{0}=g_{0} / c_{s}$ obtained from the axial flow rate of ions and/or neutrals $g_{0}=\dot{m} /\left(m_{i} \pi R^{2}\right)$ and the Bohm velocity $c_{s}$. The axial density profile is dependent on the auxiliary coordinate $\xi$ and the parameter $\eta_{u}=\left(n_{z=0} / n_{0}\right)$, which corresponds to the propellant utilization factor in electric propulsion applications. The mapping $\xi(z)$ to the physical dimension is obtained by analyzing equation 4.II at the downstream boundary $z=0$. The density distribution, provided by equation 4.9 , presents a maximum value determined by the location of $\xi=0$ and located towards the upstream boundary of the simulation domain. The axial spread of this density distribution is dependent on the parameter $L_{\star}$ appearing in equation 4.II. This parameter is inversely proportional to the ionization rate $R_{i o n}$, which is a function of $T_{e}$; this rate and the collisional ones $R_{i e}, R_{i n}$ and $R_{e n}$ can be calculated following the formulas provided by [3].

The combination of the models discussed in section 4.2 allows for a computationally-inexpensive approximation to sputtering and erosion phenomena within HPSs, as they use uncoupled steady-state fluid expressions for the axial and radial distribution. These are then combined to produce a complete 2 D map of the density distribution such as the one in figure 4.8 . The density decay described by the radial model is combined with the density distribution profile along the cylinder axis provided by the axial model. The values at the cylinder boundaries can then be extracted and used as inputs to the sheath models of subsection 4.2.3, in order to estimate the energy obtained by the ions as they impact the wall. The sputtering models are then used to predict the sputtering yields and corresponding etch rates.

Figures 4.9 and 4.10 show how the estimated etch rates for the VX-CR device at the axial boundary (the upstream endplate at $z \rightarrow-L$ ) are about four orders of magnitude larger than the ones produced at the radial
boundary for either the DC sheath scenario (plots $d, e$ and $f$ of figure 4.9) or the low-frequency RF sheath estimation (figure 4.Io). This is a product of the larger density values present along that boundary surface, which is impacted along the whole range of the radial coordinate $0<r<R$ at the axial location $z=-L$. For the case of the radial boundary ( $r \rightarrow R$, the inner surface of the dielectric cylinder), the etching produced by the DC sheath potential (figure $4.9 \mathrm{~d}, \mathrm{e}, \mathrm{f}$ ) is smaller than that produced by the voltages induced by the low-frequency RF sheath (figure 4.Io). This depends on the particular electrical configuration of the external RF subsystem. In the case of the VX-CR, the RF subsystem is designed to operate at high current levels in order to reduce the voltage magnitude in the RF feed lines. Nevertheless, the average voltages during the negative part of the sinusoidal RF cycle weighted according to the distribution function described in equation 4.I3 are larger than those produced by the sheath at the floating walls. For the case of helicon systems with grounded boundary surfaces, the energy of the ions reaching the wall would depend on the magnitude of the plasma potential $\phi_{p}$ and the ion energy distribution function within the plasma, and it is even less likely that the acceleration through the sheath can produce any etching as previously described by Berisford et al. [II].

### 4.4.2. Model limitations and potential improvements

The accuracy of the etch rate estimations provided by the model are conditioned by the validity of its assumptions. The simple magnetic field configuration of figure 4.I, with a constant axial $B_{0}$, is not the case for most practical HPS implementations. Devices with discrete solenoid cells might present a cusped profile, while other devices might include regions of higher intensity, mirror configurations and other scenarios. When the magnetic field lines intersect directly with the boundary surfaces, regions of direct impingement will produce localized spots of energy deposition and erosion $[7,8]$. Since the radial model chosen is an asymptotic approximation for the magnetized regime, the radial density profile is not dependent on the magnetic field intensity and does not capture the effect of modifying $B_{0}$ on the radial ion diffusion.

The electron temperature $T_{e}$ is assumed constant, and is an input parameter to both models. It plays a key role in defining the collisional rates and the sheath potentials. A constant $T_{e}$ results from the steady-state condition of the discharge and sufficient electron confinement ([2]). This value of $T_{e}$ can be estimated from global input and output parameters of the HPS, such as the total power coupled through the RF subsystem and the particle flow rate through the system boundaries, by using a power balance model (such as the ones described in [3, 67, in $]$ ). This would also enable the use of engineering models of the external RF subsystem for the calculation of the voltages present at the helicon antenna terminals as a function of the coupled RF power. These values could then be used as inputs to the RF sheath models for the estimation of sputtering and etching in the locations near the antenna straps.

The condition of constant axial $B_{0}$ is rarely accomplished in practical helicon devices with a cylindrical geometry, either because the magnetic field is not produced through a single magnetic cell or due to the deliberate configuration of variable magnetic field intensities with the purpose of producing mirror effects or modifying the performance of the source. If the field lines diverge and intersect the inner surface of the dielectric cylinder, the kinetic energy of the ions along the direction parallel to the field lines is compounded with the acceleration due to
the sheath potentials, and significant etching may occur at the impact points ([22]). A variable $B_{0}$ will also produce magnetic field lines which are not parallel to the dielectric cylinder axis at regions near the inner boundary surfaces, and the use of sheath models considering oblique magnetic fields [79] might be necessary.

The presence of a non-parallel magnetic field also contributes to the ions having an impact angle different than normal incidence, requiring the use of the angular sputtering formulas described in section 4.2.4 instead of the simpler normal-incidence scenarios used in figures 4.9 and 4.io. Another aspect of the sputtering models that needs further research is the lack of accurate experimental data, and therefore the corresponding fitting parameters required by the sputtering expressions, for dielectric ceramic compounds at the low energy ranges typical of HPSs. Parameters such as the threshold energy $E_{t h r}$ play a critical role in the estimation of etching rates, yet most of the available data and models such as the ones in subsection 4.2.4 have been developed in scenarios where ions impact monoatomic targets. The present approach averaged several parameters of equations 4.14-4.16 between the values corresponding to the constituting elements of the dielectric compounds; however the values for the threshold energy $E_{t h r}$ were obtained from those corresponding to argon ions impacting monoatomic silicon and aluminum, which resulted in the best correlations with published experimental sputtering data.

### 4.5. Conclusion

The development and validation of a set of modeling tools designed for the investigation of sputtering and erosion phenomena within the plasma-facing surfaces of a helicon plasma source (HPS) has been presented. It is based on the combination of a 2 D fluid-based model for the distribution of plasma density within the HPS (based on the work of Ahedo et al. [3]), sheath models for the estimation of the wall potential in the case of floating surfaces and low-frequency RF fields ([7] ]), and a sputtering model based on the work of Eckstein et al. [48]. Relying on the use of steady-state analytical expressions derived from first-principles approximations or empirical models, it aims to provide computationally-inexpensive estimations of the etch rates along the inner boundary surfaces of a HPS. This information is critical for applications of HPSs where long operational times are desired, such as electric propulsion engines or high-power sources for the research of fusion-relevant plasma-material interactions.

The individual components of the model have been validated against published experimental data, centering on the case of argon discharges in sources using silicon dioxide, alumina and silicon nitride components as boundary surfaces. Since the chosen sputtering model was not developed to simulate compound materials, average values were used for the properties of the target material atoms, and the fitting parameters in the model were obtained through an optimization algorithm. The threshold energy for sputtering was selected as that of argon atoms impacting monoatomic silicon or aluminum. This approach yielded the best correlation with published data. This strategy can be adapted to other ion species and target materials, and represents an improvement of previously published techniques using empirical analytical models for the analysis of sputtering on dielectric compound materials such as the approach described in [II]. The subsequent analysis showed how the threshold energy for sputtering $E_{t h r}$ is a critical parameter for the analysis of etching within low-temperature devices such as HPSs.

Estimations of the etch rates due to particle sputtering were obtained for the VX-CR helicon plasma source,
as a representative device conforming to the model's assumptions. The highest expected values were found at the upstream boundary, the circular endcap surface, where etch rates between 0.5 and $2.0 \mathrm{~nm} / \mathrm{s}$ were obtained due to the acceleration of ions through the sheath at the axial upstream boundary. For the radial boundary (the inner plasma-facing surface of the dielectric cylinder), these values ranged between 0.5 and $5.0 \times 10^{-14} \mathrm{~m} / \mathrm{s}$. Along this same boundary surface, etch rates produced by the low-frequency RF sheath acceleration are one order of magnitude higher, with averages between 0.25 and $2.5 \times 10^{-13} \mathrm{~m} / \mathrm{s}$. These results confirm previous findings pointing towards the relevance of the voltages induced by the RF sheath under the antenna straps; but also point towards the importance of controlling the plasma density values in the regions near the upstream axial boundary of the system.

The model presented in this study can potentially be used to guide the physics and engineering design of more robust helicon sources with longer operational lifetime. A discussion is also presented regarding the limitations and possible improvements of this modeling approach, including the estimation of electron temperature from the power balance in the system, the consideration of variable magnetic field intensities and more refined sputtering models for the compounds of interest.

## Chapter 5

# Assessment and mitigation of plasma-surface effects in high-power helicon plasmas 

## 5.I. Chapter Introduction

The study of plasma-surface interactions as the cause of unwanted erosion phenomena has been actively researched for fusion devices, electric propulsion engines and other applications of plasma physics. In the case of fusion reactors such as tokamaks and stellerators, regions around the edge of their high-temperature plasmas impinge directly on boundary material surfaces where the open magnetic flux surfaces (the so-called "scrape-off layer" or SOL) intersect the containment wall. These sections, defined as divertors in typical tokamaks, play a key role in achieving a stable fusion reaction as well as in extracting the reactor's thermal energy for practical engineering purposes [39]. The phenomena that take place in these sections still pose great challenges for the development of practical fusion reactors, such as large thermal loads on the plasma-facing surfaces and high rates of sputtering and other types of plasma-material interactions [74, 85].

In the field of electric space propulsion, erosion has been actively studied for two of the most commonlyused technologies: ion thrusters and Hall-effect thrusters (HETs). Ion thrusters are electrostatic devices where a negatively-charged grid accelerates positive ions to create thrust; this grid will degrade over time because of the direct impact of ions not aligned with the spaces on it. HETs consist of two concentric dielectric cylinders which combine an axial and a radial magnetic field, creating an azimuthal Hall current within the plasma. The magnetic configuration of some HET designs include magnetic field lines which intersect the boundary material surfaces at specific points, thereby eroding them and constraining the useful lifetime of the device.

Recent advances in HET design have enabled the implementation of magnetic field configurations that minimize erosion down to a point where the undesired effects are negligible. These are the Magnetically-Shielded HallEffect Thrusters, or MS-HETs ([57, 76]). Previous research ([19, 84]) has identified two main modes for mitigating erosion effects within HETs: reducing the plasma density at key locations within the HET discharge chamber, and displacing the acceleration region downstream so that the ion energy is reduced at the material boundaries.

Erosion within helicon plasma sources (HPSs) has also become an important topic of research, due to the integration of these devices for the production of low-temperature, high-density plasmas within electric propulsion and fusion research applications. HPSs lack electrodes, antennas or grids in direct contact with the plasma. They are also typically implemented as linear devices with axial magnetic fields, which promotes the magnetization of the plasma and reduces its radial diffusion towards the boundary walls. These two facts have often been cited as reasons to expect reduced erosion and long operational lifetimes in HPSs ([35, 92]). However, unwanted sputtering and erosion of the plasma-facing surfaces in HPSs can still create impurities which affect their use in material science research ( $[7,8]$ ). The reduction of the wall thickness in these boundary materials can eventually become a cause of failure for these sources and affect the lifetime of the systems they are integrated with, a critical issue for electric space propulsion applications.

These concerns are of particular relevance for the category of bigh-power helicon plasma sources or HP-HPSs. This range of HPSs can be defined through several figures of merit, with threshold values indicating the definition of the high-power category. The most relevant of these include,

- Total RF input power coupled into the HPS, $P_{R F, i n}$, with the high-power range defined as $P_{R F, \text { in }} \geq$ $P_{R F, t h r}$.
- Plasma density above a density threshold, $n_{e} \geq n_{t h r}$.
- Surface power density absorbed by the lateral wall of the helicon dielectric window, $P_{\text {surf }}=P_{R F, i n} /(2 \pi R L) \geq$ $P_{\text {surf }, t h r}$.

The most commonly chosen threshold values used in the definition of HP-HPSs are described in table s.I. For the purpose of this study, the volumetric power density $P_{v o l}$ has been chosen for the definition.

Table 5.r: Typical values selected for the threshold values of the figures of merit used to define high-power helicon plasma sources.

| Parameter | Value | Source Reference |
| :--- | :--- | :--- |
| $P_{R F, t h r}$ | 10 kW | $[24]$ |
| $n_{\text {e,thr }}$ | $10^{19} \mathrm{~m}^{-3}$ | $[92]$ |
| $P_{\text {surf } f \text { thr }}$ | $12 \mathrm{~kW} / \mathrm{m}^{2}$ | $[\mathrm{IO} 6]$ |

The remainder of this chapter is organized as follows. Section 5.2 will describe and analyze the main drivers of erosion phenomena within HPSs, as identified through the modeling tools described in the previous chapters. Section 5.3 presents the results of modeling the power balance model with the goal of better relating the internal plasma parameters of the helicon source to the external input parameters of the system. Section 5.4 will introduce strategies for the mitigation of these undesirable plasma-material interactions, based on physics and engineering principles. Section 5.5 will summarize the findings and the main conclusions of this analysis.

### 5.2. Main Erosion mechanisms within Helicon Plasma Sources

Based upon the findings and modeling tools presented in previous chapters, this section classifies and describes the most relevant processes by which energetic ions might come into contact with the inner plasma-facing surfaces of Helicon Plasma Sources, and the physical principles that govern them. Three main modes of interaction have been identified, depending on the region within the source where they are present.

### 5.2.I. Direct Plasma Diffusion towards the Boundary Surfaces

Helicon sources contain and constrain the internal distribution of the plasma through their axial magnetic field. The ions and electrons can travel towards the material surfaces by diffusing through the magnetic field, radially across the magnetic field lines or following them until they intersect a boundary wall.

Diffusion of a plasma in the presence of a magnetic field can be described by diffusion and mobility coefficients for the directions perpendicular and parallel to the axial magnetic field, as shown by Lieberman and Lichtenberg [71]. Vidal et al. [ I 3 ] implemented these expressions when describing the behaviour of cylindrical argon plasmas in the presence of axial magnetic fields. The rate of cross-field diffusion can sometimes increase above the estimations provided by these ambipolar models, as in the case of the anomalous or Bohm diffusion [56].

The results presented in this section use the models described in chapter 3 when describing the axial and radial distribution of the plasma density within a Helicon Plasma Source, as they were designed for the particular scenarios under study.

The upstream boundary in typical cylindrical helicon plasma sources serves the function of sealing this end of the dielectric vacuum vessel, and sometimes contains ports for the injection of neutral gas or diagnostics. Depending on the specific configuration of the helicon device, the axial magnetic field lines running along the cylindrical source may intersect this surface, therefore allowing the plasma to diffuse along them and impact the boundary. The deposition of energetic ions into the material can produce significant deposition of thermal energy as well as erosion of the surface due to plasma sputtering. In his historical perspective on helicon plasmas, Boswell reports [16] on the early high-density helicon experiments at Flinders University in the late 196 os [17], commenting that the closed end of the glass dielectric window would melt due to the energy deposition from the plasma. This anecdote provides evidence of the importance of this phenomenon since the initial development of helicon sources.

The models developed by Ahedo et al. [3] for the case of cylindrical magnetized plasmas describe the distribution of the plasma at the upstream boundary as a function of the radial and axial coordinates $(r, z)$. The radial model describes the radial distribution of the plasma density with respect to the reference density on-axis for a particular axial position, as shown in equation 4.4. This central density distribution is in turn provided by equation 4.Io from the axial model. These axial density values depend on the reference density value $n_{0}$, which is calculated as the ratio between the input flow of heavy particles $g_{0}=\dot{m} /\left(m_{i} \pi R^{2}\right)$ and the ion sound speed (its Bohm velocity)
$u_{B}=\sqrt{T_{e} / m_{i}}$,

$$
\begin{equation*}
n_{0}=g_{0} / u_{B}=\frac{\dot{m}}{\left(\pi R^{2} \sqrt{m_{i} T_{e}}\right)} \tag{5.I}
\end{equation*}
$$

where $\dot{m}$ is the input mass flow of neutral gas into the system, $m_{i}$ is the mass of the ions, $T_{e}$ is the constant and uniform electron temperature and $R$ is the radius of the cylindrical plasma discharge.

Previously, section 3.3.2 described how the etch rate experienced by a surface depends on the magnitude of the sputtering yield, and the flow of particles impacting on it. The sputtering yield is in turn a function of the ion species, the target material, the angle of impact, and the energy of the ions; while the particle flow is a function of the plasma density at the edge of the sheath and the ion velocity at the same location. Therefore, the key in controlling erosion phenomena in the upstream axial boundary lies in reducing both the density $n$ and the ion impact energy $E_{0}$.

The distribution of the plasma density within the helicon plasma source is dependent on different parameters described in the cylindrical plasma models of section 4.2.2. These parameters ultimately depend on the reference plasma density $n_{0}$. Figure $5 . \mathrm{i}$ illustrates the relationship between the reference plasma density $n_{0}$ and the electron temperature $T_{e}$ as expressed by equation $\varsigma .1$, showing the relationship $n_{0} \propto 1 / \sqrt{T_{e}}$.


Figure 5.I: Relationship between $n_{0}$ and $T_{e}$ for the axial model from [3], as described by equation 5.I, for a set of input mass flow rates of argon gas. The geometrical parameters of the source are those representative of the VX-CR device as already described in Table 4.5.

The actual etching of the material boundary surface depends on the incident ion flux arriving at the surface, previously defined as $\Gamma_{i}=n_{s} u_{B}$ in chapter 3. $n_{s}$ is the plasma density value at the sheath edge, and $u_{B}=$ $\sqrt{T_{e} / m_{i}}$ is the ion Bohm velocity. The exact density values can be estimated through the radial and axial models described previously. In order to assess the effect of these parameters on the surface boundary etch rates within a helicon plasma source, the density distribution at the plasma-surface interfaces will be described as

$$
\begin{equation*}
n_{b} \approx h(\hat{r}, \hat{z}) n_{0} \tag{5.2}
\end{equation*}
$$

where $h(\hat{r}, \hat{z})$ is an arbitrary non-dimensional function obtained from the composition of the expressions provided by equations 4.4 and 4.9 ,

$$
\begin{equation*}
h(\hat{r}, \hat{z})=J_{0}\left(a_{0} \hat{r}\right)\left(2 \eta_{u} \cos ^{2} \xi\right) \tag{5.3}
\end{equation*}
$$

All the variables in the previous equations have been described in the description of the radial and axial models from section 4.2.2. $n_{0}$ is provided by the expression from equation 5.I. The exact form of $h(\hat{r}, \hat{z})$ will depend on the particular boundary surface. In the case of the upstream boundary surface, $\hat{z}=-1, \xi=-\pi / 4$ and $h(\hat{r},-1)=\eta_{u} J_{0}\left(a_{0} \hat{r}\right)$. For the longitudinal inner surface of the dielectric cylinder, $\hat{r} \approx 1$ and $h(1, \hat{z})=$ $J_{0}\left(a_{0} \hat{r}\right)_{\hat{r} \approx 1}\left(2 \eta_{u} \cos ^{2} \xi\right)$; at this boundary surface, the actual plasma density values will depend on the approximation used for the limit $\hat{r} \approx 1$ since $J_{0}\left(a_{0}\right)=0$.

The plasma density near the surface boundaries $n_{b}$ is a key parameter in defining the surface flux of incident ions into the surface, $\Gamma_{i}=n_{b} u_{i, b}$, where the Bohm sheath criterion states that the ion velocity at the boundary $u_{i, b}$ satisfies the relationship $u_{i, b} \geq u_{B}=\sqrt{T_{e} / m_{i}}$. Substituting the expressions from equations 5.I and 5.3 into the definition of $n_{b}$ and the result into the expression for $\Gamma_{i}$, it can be found that

$$
\begin{equation*}
\Gamma_{i} \geq\left(\frac{\dot{m} / m_{i}}{\pi R^{2}}\right) J_{0}\left(a_{0} \hat{r}\right)\left(2 \eta_{u} \cos ^{2} \xi\right) \tag{5.4}
\end{equation*}
$$

which implies that, for the simplified models considered in chapters 3 and 4 , the lower value for the incident ion flux at the inner plasma-facing boundary surfaces of a helicon plasma source does not depend on the electron temperature of the plasma, nor the electron energy distribution within the plasma. It is instead dependent on the plasma density distribution at the boundary, and in other constant input parameters such as the incident mass flow rate $\dot{m}$, the mass of the particular ion species $m_{i}$ and the plasma radius $R$.

The second factor influencing the etch rate of the boundary surfaces in helicon sources is the sputtering yield $Y_{i}$, which is itself a function of the ion impact energy $E_{0}$, the ion species, the particular composition of the target surface and the impact angle. Ions obtain their impact energy $E_{0}$ through a combination of their thermal energy (given by their temperature $T_{i}$ ) and the electrostatic potentials present in the plasma. In the cold plasma assumption, $T_{i} \approx 0$ and the ion impact energy is a function of the plasma potential $\phi_{p}$ and the wall potential
$\phi_{w}$, as previously described in section 3.3.r. For the typical configuration of helicon sources with floating dielectric boundary surfaces, equation 3.5 describes how $\phi_{w}$ is directly proportional to the electron temperature $T_{e}$. These boundaries could also be biased at a specific voltage, either to ground potential (where $\phi_{w}=0$ ) or to a specific bias voltage. The typical scenario of floating dielectric boundary walls will be considered in the present analysis, since voltages induced on these surfaces could create conditions that affect the behavior of the plasma itself, and promote etching of the wall materials instead of reducing it.

Since the wall potential $\phi_{w}$ in the case of a floating dielectric boundary is directly proportional to $T_{e}$, reducing the etch rate on these boundary surfaces implies that, for a given source geometry (with radius $R$ ) with a fixed input mass flow $\dot{m}, T_{e}$ should be as low as possible to minimize the ion impact energy $E_{0}$ to the walls.

### 5.2.2. Erosion due to Ion Acceleration through RF Sheath near Antenna Terminals

High capacitive voltages can be induced on regions of the plasma-facing surfaces of the dielectric cylindrical boundaries of helicon plasma sources, induced by the vicinity of the terminals or straps of the helicon antenna on the external side of the material. This phenomenon has been observed as one of the most common causes of etching and erosion in helicon sources ( $[7, \mathrm{II}]$ ), and is also associated with the presence of regions of concentrated thermal energy deposition.

The physics governing these capacitive plasma sheaths has already been discussed in section 3.3.r. Under appropriate conditions, the oscillating voltages from the external RF subsystem of the plasma source can induce capacitive coupling in the plasma near the location of the antenna terminals, and the associated RF sheath could accelerate the ions towards the dielectric wall at energies higher than those induced by the DC sheath.

In order to better understand the variables involved in this process, figure 5.2 shows a simplified diagram of the area near the location of one of the straps of the helical antenna, depicting it as a classical plane-parallel capacitor. The antenna strap (of thickness $t_{a n t}$ ) and the plasma itself play the role of the capacitor plates. The dielectric materials between them, represented by the material boundary ( of thickness $t_{b}$ ) and a vacuum gap (with separation $d_{g}$ ) in the figure, correspond to the dielectric medium. Oscillating voltages are induced into the helicon antenna by the external RF subsystem, which typically is more complex than the figure's simplified representation (possibly including impedance-matching circuits, instrumentation and other elements). The electric charge $Q$ stored in the terminals of capacitors is proportional to the potential drop $V$ between them, with the capacitance $C$ being the proportionality constant in an ideal capacitor, $Q=C V$.

In the simplest plane-parallel scenario, the capacitance is given by $C=\epsilon_{d} A / d$, where $A$ is the area of the parallel plates, $d$ is the gap between them (filled by a vacuum or a dielectric) and $\epsilon_{d}$ is the dielectric material's permittivity. The ratio between a specific material's permittivity and the constant vacuum permittivity $\epsilon_{0}$ is defined as its relative permittivity $\epsilon_{r}=\epsilon_{d} / \epsilon_{0}$. The model depicted in figure 5.2 depicts instead the case of a capacitor with a compound dielectric material, formed by the series coupling of the capacitance of the vacuum gap and the dielectric cylindrical


Figure 5.2: Simplified model depicting the elements relevant in the description of capacitive coupling phenomena in the regions near the antenna terminals in a helicon plasma source.
material boundary. The corresponding expression for the equivalence capacitance in this example is

$$
\begin{equation*}
C_{e q}=\frac{\epsilon_{r b} \epsilon_{0} A}{\epsilon_{r b} d_{g}+t_{b}} \tag{5.5}
\end{equation*}
$$

where $\epsilon_{r b}$ is the relative permittivity of the dielectric material boundary. Since the charge stored by the ideal capacitor is the product of the applied voltage $V$ and its capacitance $C_{e q}$, reducing any of these two parameters would decrease $Q$. Applying this argument to the present simplified analogy of the capacitive coupling near the antenna terminals of a helicon source, a reduction of the equivalent capacitance would diminish the capability of storing charge in the plasma sheath on the inner dielectric surface, and therefore reduce the possibility of related plasma-surface interactions such as sputtering and etching. Reducing the applied voltage to the antenna terminals would also produce the same effect.

The simplified scenario depicted in figure 5.2 must be modified for helicon source configurations where additional material layers exist between the helicon antenna and the plasma. One such example is the use of hollow dielectric cylindrical windows with the purpose of circulating cooling fluids inside them, as has been tested in the PISCES-RF linear helicon device by Thakur et al. ([IOG]). The authors reported negligible effects on the absorption of the helicon wave or the production of high-density plasmas for this high-power device, when using deionized water as a cooling fluid on a composite helicon window made of alumina and quartz coaxial cylinders.

In practical implementations of helicon sources, reducing the capacitance for a given choice of dielectric boundary material can then be achieved by increasing the thickness of the material and the vacuum gap between it and the antenna terminal. This may not always be feasible, as practical considerations such as weight and cost of the material might preclude it. Some helicon source designs rely instead on direct contact between the antenna and the dielectric boundary, for mechanical, thermal or electrical purposes. Besides, capacitive coupling plays a role in starting the helicon discharge ([25]); diminishing it may impair the performance of the source.

Electrical parameters in the external RF subsystem of the source can also be controlled in order to diminish plasma-surface interactions due to undesired capacitive coupling. Diminishing the applied voltage at the antenna terminals can reduce the potential within the RF sheath. However, this could create high RF currents within the circuit which may not be feasible in practice. The other electrical parameter that has a significant effect on the behavior of capacitive coupling phenomena is the applied RF frequency. Figure 3.2 from section 3.2.I described how helicon and whistler waves exist in a defined range of the $\omega-k$ space as right-hand polarized (RHP) cold plasma waves. Section 4.2.3 discussed how lower RF frequencies enable the ions to react to the voltage oscillations and become accelerated towards the material boundary during the transient phase of the wave with negative potential. Therefore, frequencies which lie within the helicon wave range but are larger than the threshold frequency $\omega_{i}=$ $\pi \omega_{p i}\left(2 T_{e} / V_{0}\right)^{1 / 4}$ may significantly reduce plasma-surface capacitive effects.

A thorough discussion of the practical engineering implications of modifying these operating parameters in the RF subsystem of a helicon plasma source is beyond the scope of the present discussion. A discussion of practical design considerations is presented by $\operatorname{Popov}([83])$.

A common technique to reduce the effect of undesired capacitive effects in inductively-coupled plasma sources ([58]) is the use of Faraday shields or cages, as already described in section 3.4.2. Few results have been published regarding their specific application to helicon plasma sources. Blackwell and Chen ([14]) described the effects of an external aluminum Faraday shield on a helicon source using two different configurations of antennas (Nagoya type-III, and helical). They were able to conclude that inductive coupling effects were associated with the production of symmetrical, centrally-peaked dense plasmas. More recently, Rauner et al. ([88]) reported on the effects of introducing a cylindrical copper jacket with azimuthal slits inside a quartz cylinder used as part of a low magnetic field helicon plasma source. The shield becomes then the new plasma-facing surface. The contribution of the edge localized TG-mode, previously described in section 3.2.I, is significantly reduced and the deposition of RF power within the discharge is diminished. The authors attribute this effect to the modification of the boundary condition of the plasma-facing surface of the cylindrical boundary, which becomes a conductor when the Faraday shield is introduced.

### 5.2.3. Contact between Magnetic Flux Surfaces and Boundary Materials

The third erosion mechanism identified in helicon plasma sources is the direct contact between magnetic field lines and the source boundary surfaces. The axial magnetic field in helicon sources is required for the excitation of the H -mode (the helicon wave). It also serves the purpose of containing the discharge by preventing the radial diffusion of the plasma towards the boundaries.

This contact between the field lines and the boundaries may be a tangential interaction or the direct intersection of a field line with one of the boundaries. An ideal implementation of a cylindrical magnetized helicon source, such as the one depicted in figure 3.6 , may present an intersection of the field lines with the upstream boundary surface. The plasma will then directly impinge upon the surface and the methods of section 5.2.I can be applied to estimate the distribution of ion flux and ion energies on the surface, and the corresponding plasma-surface interactions can be estimated. If the magnetic field is properly aligned with the axis of the dielectric cylinder, and the source of the
magnetic field has been designed to prevent any divergence of the field lines within the length of the cylindrical boundary, then no contact should occur between the plasma and the plasma-facing surface of this cylinder.

Real implementations of helicon sources are more complex than these simplified models. The generation of perfectly uniform axial magnetic fields may require complex engineering solutions which may not be practical or feasible. As an example, large solenoid electromagnetic coils would be needed to create high field intensities that continuously expand the length of the source. In some scenarios such as space electric propulsion, the practical context of the application of the helicon source might constrain the geometry or power consumption of the external magnetic field subsystem. Other applications might in fact require non-uniform magnetic fields, where regions or high and low intensities coexist; this is the case of the Ionizer stage in the VASIMR ${ }^{\circledR}$.

These variations of helicon sources might present locations where the magnetic field lines intersect or tangentially contact the boundary surfaces. The erosion caused by this type of interactions between the material boundaries and the magnetic field geometry are a well-studied issue in Hall-Effect electric thrusters ([19, 84]). Recently, solutions have been proposed based on optimizing the geometry of both the magnetic field profile and of the dielectric boundary surfaces ( $[57,76]$ ). The technique relies on the careful design of what Mikellides et al. define as the "grazing line", the last complete magnetic field line that extends from the external magnetic circuit to the back of the annular acceleration channel.

A very similar strategy to that used in magnetically-shielded Hall thrusters has been investigated by Caneses et al. ([22]) in their analysis of the magnetic field lines in the Proto-MPEX linear helicon device. They define the "last uninterrupted flux surface" or LUFS as the complete magnetic flux surface that tangentially makes contact with the material boundary of the helicon source. At radial coordinates larger than those of the LUFS, the magnetic field lines intersect the boundary surfaces at several points and create short-length paths between these points. Caneses et al. report that the plasma density decays rapidly in these regions, in a manner analog to the scrape-off layer (SOL) in magnetic fusion devices.

Figure 5.3 depicts the 2 D cross section of the VX-CR helicon device (previously shown in figure 4.6), highlighting the LUFS corresponding to its magnetic field configuration. The relevant material boundary surfaces have been labeled in this diagram. The VX-CR's axial magnetic field is not of uniform intensity, with a value of $B \approx 0.1 \mathrm{~T}$ in the region of the cylindrical alumina helicon window (labeled $\mathbf{B}$ in the figure), and $B \approx 0.4 \mathrm{~T}$ in the downstream choke region (inside the downstream limiter labeled $\mathbf{C}$ ). Apart from the direct intersection of all magnetic field lines with the upstream dielectric material boundary (labeled $\mathbf{A}$ in the diagram), the geometry of all boundary surfaces closely match the shape of the LUFS. There are no points of tangential contact between them, and the corners of the vacuum chamber interface port (labeled $\mathbf{D}$ ) have been chamfered to perfectly match the divergence of the field.

Identifying potential points of contact or intersection between the magnetic field and the boundary surfaces in a helicon source is critical, as the ions could potentially impact these regions with a combination of their translational kinetic energy along the field lines, and the acceleration obtained as they enter the sheath at the surface boundary. The geometry of the magnetic field at these contact points can also define the angle of impact of the ions on the surface, requiring the use of the corresponding expressions for sputtering from ions not impacting at normal incidence (as previously described in section 3.3.2).


Figure 5.3: 2D schematic cross section of the VX-CR helicon device ( $[26,45]$ ), with the last uninterrupted flux surface or LUFS highlighted in red. The main elements of the helicon source have already been identified and labeled in figure 4.6. Boundary material surfaces have been labeled as follows: (A) the upstream boundary surface, (B) the dielectric cylindrical tube, (C) the downstream limiter, and (D) the interface port from the downstream vacuum chamber.

### 5.3. Power Balance Model of a Helicon Plasma Source

In order to properly estimate the relationship between these two key parameters $n_{0}$ and $T_{e}$ for a given source geometry and the specific operational configuration of a helicon source implementation, expressions for the power balance of the complete helicon source are required in order to obtain the parameter values at steady-state for a given input power into the system. The electron temperature $T_{e}$ will no longer need to be an input variable for the magnetized cylindrical plasma simulation of chapter 3, but can instead be found through an iterative optimization.

The relationship between the power balance model and the cylindrical magnetized plasma models from section 4.2.2 is depicted in the diagram shown in figure 5.4. The combination of both models enables a simulation where the external input parameters are the RF input power to the system $P_{\text {inp }}$, the input mass flow rate of neutral gas $\dot{m}$ and the geometry of the cylindrical plasma source defined by the parameters $R$ and $L$. The electron temperature of the plasma $T_{e}$, the plasma density distribution $n$, the neutral density distribution $n_{n}$ and the velocity distribution for all particle species $\mathbf{u}_{j}$ (for $j=i, e, n$ ) become internal state variables of the system. The optimization algorithm consists of an iteration between both models until the calculation of the power dissipated by the source through collisional processes and the flux of particles through its boundaries matches the external input power $P_{\text {inp }}$ within a pre-defined tolerance level.

The selected power balance criterion is a modification of the expression proposed by Ahedo et al. [3], including some concepts expressed by Vidal et al. [II3]. It describes the power distribution within the helicon plasma source itself, and does not analyze the magnetic nozzle present in the case of helicon thrusters. It can be expressed as the equality between the external RF input power into the system, and the sum of the power dissipated in ionization


Figure 5.4: Relationship between the internal and external variables of the Power Balance model ([3, I 3 J$]$ ) and the 2D Cylindrical Plasma model ([3]).
and excitation processes $P_{\text {ion }}$, the power deposited by the plasma in the boundary surfaces $P_{\text {wall }}$ and the ejected power through the downstream open boundary of the helicon source $P_{\text {beam }}$. This is shown in the expression

$$
\begin{align*}
P_{\text {in }} & =P_{\text {out }}  \tag{5.6}\\
P_{R F} & =P_{\text {ion }}+P_{\text {wall }}+P_{\text {beam }}
\end{align*}
$$

The expressions on the right-hand side this equation are dependent on the electron temperature $T_{e}$ and the distribution of the plasma density $n$ within the source, as well as on other fixed parameters such as the source geometry, the particular species and the input mass flow. The parameter $P_{R F}$ on the left-hand side is an external input parameter into the system. A brief description of these terms will be presented, and the complete derivation of all these terms is detailed in appendix C .
$P_{i o n}$ represents the power dissipated within the helicon source due to collisional processes, which is estimated as the product of the total flow of ions leaving the source through its boundaries and an term representing the combination of excitation and collisional processes within the source. This second term is a key factor in the power balance model as it determines the bulk of the power dissipation within the source and the convergence of the optimization algorithm.

Ahedo and Navarro ([3]) describe this term as the effective ionization energy $E_{\text {ion }}^{\prime}$, and they use the correlation to the data derived by Dugan ([46]) for the case of argon plasmas. The present analysis will follow the more recent study by Gudmundsson ([5s]) and referenced by Lieberman and Lichtenberg ([7] ]), which contains collision rate data for argon ions at the low electron temperatures relevant for typical helicon plasma sources $\left(1 \mathrm{eV}<T_{e}<10\right.$ $\mathrm{eV})$. These later authors define this term as the collisional energy lost per ion-electron pair created $\varepsilon_{c}$, and define it as

$$
\begin{equation*}
\varepsilon_{c}=\varepsilon_{i z}+\sum_{j} \varepsilon_{e x, j} \frac{k_{e x, j}}{k_{i z}}+\frac{k_{e l}}{k_{i z}} \frac{3 m_{e}}{m_{i}} T_{e} \tag{5.7}
\end{equation*}
$$

where $\varepsilon_{i z}$ is the ionization energy for singly-charged ions ( $\varepsilon_{i z} \approx 15.76 \mathrm{eV}$ for $\mathrm{Ar}^{+}$ions $), \varepsilon_{e x, j}$ and $k_{e x, j}$ are respectively the threshold energies and rate coefficients for the different excitation processes (represented by the subindex $j$ ), $k_{i z}$ is the ionization rate coefficient, and $k_{e l}$ is the rate coefficient for elastic collisions between electrons
and ions. The rate coefficients $k_{e x, j}, k_{i z}$ and $k_{e l}$ are a function of the electron temperature $T_{e}$; their formulas, as compiled and reported by Gudmundsson, are presented in appendix C. Figure 5.5 shows the estimated values for $\varepsilon_{c}$ as a function of the electron temperature for the case of singly-ionized argon plasmas, obtained from the expression in equation 5.7. The plot clearly shows how the values of $\varepsilon_{c}$ increase at lower electron temperatures, as the excitation and elastic collisions are more dominant than ionization processes ([7] ]).


Figure 5.5: Dependence of the collisional energy lost per ion-electron pair created, $\varepsilon_{c}$, on the electron temperature $T_{e}$ for singly-ionized argon plasmas according to Gudmundsson [5s].

The term $P_{\text {ion }}$ from equation 5.6 can then be calculated as

$$
\begin{equation*}
P_{i o n}=\varepsilon_{c}\left(\frac{\dot{m}_{T}}{m_{i}}\right) \tag{5.8}
\end{equation*}
$$

where $\dot{m}_{T}$ represents the total mass flow through the system boundaries, and $\dot{m}_{T} / m_{i}$ is then the total flow of ions through the boundaries. The calculation of $m_{T}$ involves the calculation of surface integrals through each system boundary (the upstream wall, the inner surface of the dielectric cylindrical boundary and the downstream open end); they are detailed in appendix C .

The remaining two terms from equation $5.6, P_{\text {wall }}$ and $P_{\text {beam }}$, represent respectively the transfer of momentum from the different plasma species to the system material boundaries and the downstream open end. Their calculation, derived from the plasma momentum equation, is also presented in appendix C .

In order to assess the accuracy and performance of the power balance model, a calculation was run with pa-
rameters corresponding to the VX-CR helicon plasma source (previously presented in table 4.5). The geometrical input parameters of the simulation, $R$ and $L$, remained constant. The other two external parameters depicted in figure 5.4 did not. The mass flow rate of neutral argon into the system is varied between the values of 200 sccm Ar $<\dot{m}<500 \mathrm{sccm}$ Ar, which correspond to flow rates in the range $5.95 \mu \mathrm{~g} / \mathrm{s} \mathrm{Ar}<\dot{m}<29.7 \mu \mathrm{~g} / \mathrm{s}$ Ar. The range of RF input power levels was chosen as $2000 \mathrm{~W}<P_{\text {inp }}<5000 \mathrm{~W}$. Figure 5.6 presents the result of the optimization algorithm for these configurations. Both the equilibrium plasma temperature $T_{e}$ and the reference plasma density $n_{0}$ are shown as a function of the RF input power $P_{\text {inp }}$, with separate plots for each value of the neutral argon mass flow rate $\dot{m}$.

The results shown in figure 5.6 predict a reduction in the electron temperature $T_{e}$ as the RF input power $P_{\text {inp }}$ is increased. This trend contradicts the expected behavior of increasing temperature as more energy is injected into the system by the RF source, which is confirmed by the experimental data from the VX-CR shown in figure 5.7 .

These results provided by the simulation, while not in agreement with experimental data, can be explained from the limitations of the models involved. The bulk of the energy dissipation is provided by the term $P_{i o n}$, whose magnitude is typically much larger than the contributions provided by the momentum transfer terms $P_{\text {wall }}$ and $P_{\text {beam }}$. The contribution of the $P_{\text {ion }}$ term is larger for lower electron temperatures, given the increased effect of excitation collisions as already shown in figure 5.5. Since the simulated plasma is composed of only three distinct species (neutrals, electrons and singly-ionized ions), as the energy input into the system (the RF input power $P_{i n}$ ) is increased for given a fixed input neutral mass flow rate $\dot{m}$, the simulation converges to a lower equilibrium temperature $T_{e}$ in order to balance the additional energy input.

Other power-dissipation mechanisms are either not available or not implemented in this particular simulation. The axial submodel, part of the 2 D cylindrical plasma model, tends to converge to configurations where $\eta_{u} \rightarrow 1$. This implies that the neutral density at the downstream open end of the helicon source is null and the plasma is fully ionized in that location. Therefore, an additional increase in the power input to the system cannot be dissipated as an increment in the plasma ionization. The other mechanism which might absorb the additional energy is higher ionization states in the positive ions. However doubly-ionized ions, which would imply the existence of four different species within the plasma, are not taken into account by either the 2 D cylindrical plasma model of section 4.2.2 or by the power balance model of appendix $C$.

### 5.4. Potential Mitigation Strategies

Section 5.2 identified three main mechanisms capable of producing significant erosion phenomena within helicon plasma sources, when the proper conditions are met. They include the diffusion of ions toward the boundary surfaces, the acceleration of ions due to capacitive coupling produced by the helicon antenna terminals and the direct contact between magnetic field lines and the material boundaries. The present section will discuss potential strategies able to mitigate these phenomena and their effects, with a focus on the issues relevant for high-power helicon plasma sources. They combine both adequate selection of the physical properties of the components of the source, as well as design choices that reduce the potential unwanted erosion effects.


Figure 5.6: Results obtained with the optimization algorithm relating the Power Balance and 2D Cylindrical Plasma models. (a) shows the relationship between the electron temperature $T_{e}$ and the RF input power level $P_{\text {inp }}$, and (b) presents the reference plasma density $n_{0}$ as a function of $P_{\text {inp }}$. Plots are shown for different values of the neutral argon mass flow rate, and for those configurations where the optimization algorithm converged according to the established condition.


Figure 5.7: Experimental measurements of the electron temperature $T_{e}$ as a function of the input RF power in the VX-CR device, as published by Castro et al. ([26]). The operational configuration of the system is that described in table 4.5 , with a neutral argon mass flow rate of $\dot{m}=200 \mathrm{sccm}$.

### 5.4.I. Selection of Optimal Dielectric Materials

The proper material selection for all plasma-facing surfaces within a helicon plasma source can have a significant effect on sputtering and erosion phenomena. However, the choice of materials must also consider many other practical aspects of the implementation of the source and these requirements are not always aligned.

The properties of these boundary materials relevant for the design of helicon plasma sources can be organized in three overall categories. They are electrical properties, mechanical and thermal properties and plasma interaction properties.

## Electrical Properties

The electrical requirements for candidate boundary materials are related to the need to transmit the radiofrequency waves from the external helicon antenna into the inner volume where the plasma discharge is produced. The material's relative permittivity must be high $\left(\varepsilon_{r} \gg 1\right)$, making the material an insulating dielectric. This prevents the shielding of the propagation of the radio frequency waves through the boundary. The second electrical property of relevance is the loss tangent $\tan \delta$, which quantifies the energy losses in the material when the radio frequency waves are propagating through it. Caughman ([27]) presents the calculation of the power losses $P_{\text {loss }}$ in the material as

$$
\begin{equation*}
P_{l o s s}=\frac{1}{2} \omega \varepsilon_{d}(\tan \delta) E^{2} \tag{5.9}
\end{equation*}
$$

where $\omega$ is the frequency of the waves and $E$ is the applied electric field. Both the material permittivity $\varepsilon_{d}$ and the loss tangent $\tan \delta$ are functions of the temperature. Therefore, as losses occur the temperature of the dielectric material increases, which leads to an increment in the rate of power loss and could potentially produce a positive feedback loop of increased loss of radio frequency energy. A solution to this issue is the selection of materials with low values of the loss tangent, coupled with proper mechanisms of heat dissipation as will be discussed below for the thermal properties.

## Mechanical and Thermal Properties

Dielectric boundary materials for helicon plasma sources should exhibit adequate resistance to fracture, good tensile strength, low coefficients of thermal expansion and good thermal conductivity, among other relevant properties. Despite the fact that most plasma sources do not contain mechanical moving parts, these properties enable helicon sources to resist the mechanical loads created when the residual heat from the plasma discharge is distributed among all boundary materials, and potential mechanical loads may be imposed on the boundary materials due to uneven thermal expansion.

DeFaoite et al. ([40, 41]) published a thorough review of the mechanical and thermal properties of engineering ceramics suitable for application in the VASIMR ${ }^{\circledR}$ engine, a high-power electric propulsion device which con-
tains a helicon plasma source as its first stage. Their review considers the following mechanical properties: density, Young's modulus, bulk modulus, shear modulus, Poisson's ratio, tensile strength, flexural strength and compressive strength. The thermal properties included in the analysis are the thermal conductivity, the specific heat capacity and the thermal expansion coefficient. The candidate materials studied include alumina, aluminum nitride, beryllium, fused quartz, sialon and silicon nitride. These parameters are presented as a function of the material's temperature, and mathematical regressions are produced to be used in engineering analysis.

From a thermal point of view, the boundary materials should also be able to withstand high temperatures of operation. High-power helicon sources, such as the one used in the $\operatorname{VASIMR}^{\circledR}([29])$, the Pisces-RF experiment ([Io6]) or the Proto-MPEX device ( $[7,22]$ ) can easily reach steady-state operational temperatures above $500^{\circ} \mathrm{C}$ even with advanced thermal management systems in place.

The combination of these mechanical and thermal properties, with the electrical requirements discussed above, typically constrain the selection of helicon source boundary materials to engineered ceramic materials with adequate mechanical strength, tolerance to high temperatures, high thermal conductivity and low coefficients of thermal expansion. As practical examples of material choices in high-power helicon sources, the VX-CR device has operated with alumina and silicon nitride boundary surfaces, the Pisces-RF experiment uses a composite alumina and quartz cylindrical helicon window including an annular channel for the circulation of cooling deionized water ([106]) and the Proto-MPEX device uses aluminum nitride for its dielectric helicon window section ([22]).

## Plasma Interaction Properties

The mechanical and electrical material constraints previously discussed are related mostly to practical engineering issues in the design of helicon plasma sources. They typically limit the selection of boundary materials to dielectric technical ceramics with good mechanical resistance and thermal conductivities.

Beyond this category of properties, the sputtering parameters of the particular combination of boundary materials and plasma species are another factor that could influence this selection. As previously discussed in chapter 3, the sputtering yield is a factor of the particular combination of target material and the species of impacting ion, as well as other parameters such as the incident energy and the angle of impact. The species present in the plasma, and consequently the selection of neutral gas used for the discharge, are typically dependent on the specific application of the helicon source. Therefore, the plasma species are normally considered a given constraint, and the selection of boundary materials should comply with all the previously described mechanical and thermal properties, while minimizing the potential sputtering yield values if possible.

### 5.4.2. Reduction of Plasma Density at the Material Boundaries

The distribution of plasma density along the source's material boundaries is a key parameter to control the potential rate of etching along these surfaces. It is in fact one of the parameters which are controlled in systems design to intentionally etch surfaces, such as those used in the manufacturing of integrated circuits and microelectronics.

In order to illustrate the discussion regarding the distribution of plasma density throughout the source, Figure 5.8 presents the basic results from the simulation of the VX-CR device according to the models presented in Chapters 3 and 4, following the same configuration described in table 4.5 .


Figure 5.8: Simulation of the distribution of the main plasma parameters in the VX-CR device according to the Axial and Radial models described in Chapters 3 and 4 . Simulation input parameters are those of table 4.5 with an electron temperature of $T_{e}=3.0 \mathrm{eV}$.

For reducing the plasma density along the inner surface of the cylindrical boundary of a helicon source, the key approach is the control of the radial density profile. The radial submodel from the 2 D cylindrical plasma model presented in Chapter 3 and Appendix B describes the radial distribution of the plasma density towards the boundary from the on-axis reference value, depicting a centrally-peaked distribution. The radial diffusion of the plasma is determined by the magnitude of the axial magnetic field $B$, and appears within the lower-hybrid frequency parameter $\omega_{l h}=e B\left(m_{i} m_{e}\right)^{-1 / 2}$. The analysis presented in Chapters 3 and 4 made use of the asymptotic form of the distribution for the magnetized regime, where $\hat{\omega}_{l h} \gg u_{B} / R$; in this particular case, the radial distribution is provided by a Bessel function of the first kind of order zero, and is independent of the value of the magnetic field. Nevertheless, the geometry and magnitude of $\mathbf{B}$ is the key parameter that affects the radial diffusion across the magnetic field. As an indication of its critical relevance, the diffusion coefficient across a magnetic field can be estimated ([77]) as

$$
\begin{equation*}
D_{\perp}=\frac{e T_{e} \nu_{m}}{m_{e} \Omega_{e}^{2}}=\frac{m_{e} T_{e} \nu_{m}}{e B_{0}^{2}} \tag{5.10}
\end{equation*}
$$

where $\nu_{m}$ is the frequency of collisions of the electrons with the static background ions. Clearly, the effect of the magnetic field in limiting cross-field diffusion is evident as $D_{\perp} \propto 1 / B_{0}^{2}$. Even in the case when the anomalous
or Bohm diffusion is present,

$$
\begin{equation*}
D_{\perp, B}=\frac{T_{e}}{16 B_{0}} \tag{5.1I}
\end{equation*}
$$

still $D_{\perp, B} \propto 1 / B_{0}$. Controlling the magnetic field intensity is key in reducing cross-field diffusion.
At the upstream end of a helicon source, the plasma impacts directly with the boundary surface as the magnetic field lines typically intersect it. According to the cylindrical plasma models as depicted in Figure 5.8, the plasma density distribution along this surface will be determined by the value of the on-axis density at the location $z=-L$, since the radial distribution will depend on this particular value (as described by equation 5.2 ). The $n / n 0$ plot in figure 5.8 shows that this on-axis density approaches the reference value $n_{0}=g_{0} / u_{B}$ at the upstream end of the source (where $z=-L$ or $\hat{z}=-1$ ). For the case of the VX-CR, the propellant utilization parameter in the simulation tends to unity, $\eta_{u} \rightarrow 1$, since the neutrals are mostly depleted at the downstream open end of the simulation domain. This is a consequence of the asymptotic expressions used for the case of magnetized cylindrical plasmas. However, Ahedo et al. ([3]) present results using the complete, non-asymptotic, solution of the axial model where $n / n_{0}<1$ at the upstream boundary of the simulation domain. Also, the actual experimental data from measurements of on-axis plasma density previously presented in Figure 4.4 indicates that density values lower than the reference plasma density $n_{0}$ do appear on practical implementations of helicon plasma sources. Therefore, this is a topic that requires further investigation and experimental validation. Nevertheless, these partial results seem to suggest that a reduction of the on-axis plasma density below the reference value of $n_{0}$ is possible. As an indicative example, data published for the Proto-MPEX experiment by Kafle et al. ([60]) shows that the on-axis plasma density at the upstream boundary is $20 \%$ of the corresponding value at the location of the helicon antenna (as estimated using the ${ }_{3} \mathrm{D}$ kinetic Monte Carlo particle code B2.5-Eirene).

A recent innovation in the design of helicon plasma thrusters related to diminishing the effects of plasma impingement upon the upstream boundary of the source, is the Magnetic Arch thruster developed by the Zarathustra project of the Carlos III University in Madrid, Spain. Figure 5.9 shows a sketch of its operational concept. It consists of a non-linear helicon plasma source, in which the usual cylindrical dielectric tube is bent into a circular arc producing a source with two open ends (an no upstream boundary). This concept is still under development. The removal of the upstream boundary eliminates the afore-mentioned issues of direct impact of ions, but the new arch configuration includes curved magnetic field lines and its effect on the plasma dynamics will require further testing and research. Besides, topics related to the detachment of the plasma from the magnetic arch configuration will require to be addressed in order to demonstrate a reliable thruster design.

### 5.4.3. Reduction of RF Sheath Voltages

The acceleration of ions due to the capacitive coupling effects produced by the terminals of the helicon antenna has been identified as one of the critical sources of unintended etching phenomena in the helicon plasma literature ([I, 6, 7, II]).

Three approaches exist to mitigate these effects. The first one relates to the operational parameters of the ex-


Figure 5.9: Sketch of the Magnetic Arch thruster from the Zarathustra project at the Carlos III University (Madrid, Spain). Source: https://erc-zarathustra.uc3m.es/zarathustra/
ternal radio frequency (RF) subsystem of the helicon source, responsible for generating and transmitting the electromagnetic waves to the helicon antenna itself. As previously described in section 5.2 , lowering the RF voltage or increasing the operating frequency of the RF generator can reduce the capacitive coupling effects. The energy obtained by the ions from the RF sheath is proportional to the potential induced in the dielectric material surface. However, practical engineering considerations must be taken into account as reducing the voltage would increase the current transmitted through the RF subsystem to levels which might be unfeasible in high-power devices. Increasing the operating frequency of the RF subsystem reduces the ability of the ions to react to the oscillating electric field, and the low-frequency RF sheath approximation is then no longer valid. However, the chosen frequency range must be adequate for an efficient coupling of the RF energy to the plasma in the H -mode and this might constraint the frequency range to specific intervals for each particular implementation.

The second potential approach to mitigate capacitive coupling phenomena is the optimization of both the material selection and the geometry of the source, in particular with respect to the configuration of the helicon antenna with respect to the cylindrical material boundary. As previously described in section 5.2 , increasing the thickness of the dielectric material and the gap between the dielectric window and the antenna terminals can decrease their combined equivalent capacitance, and potentially reduced the magnitude of the induced voltages in the plasma-facing surface. However, once again these modifications have to be weighed against constraints related to other aspects of the operation of the source such as RF coupling efficiency, thermal and mechanical considerations, and others.

Finally, the use of Faraday shields is a promising technique which may significantly reduce capacitive coupling effects in helicon sources. The study of their application for this particular purpose is incipient ( $[\mathrm{I} 4,88]$ ) and further research is needed to understand the effects of these shields in the overall efficiency and performance of the source. An optimal design pattern or technique has not been identified yet.

### 5.4.4. Magnetic Field Shaping

The geometry and magnitude of the external magnetic field has a critical relevance in the operation of helicon plasma sources, including erosion phenomena. As described above, the magnitude of the axial magnetic field has a dominant effect in reducing the cross-field radial diffusion of the plasma towards the cylindrical boundary wall. Similar to the other parameters discussed in the preceding paragraphs, increasing the magnetic field intensity has to be weighed against the effect of this action in the performance of the helicon source or its implementation.

In devices operating with non-uniform fields, the points of contact or intersection between the magnetic field lines and the material boundary surfaces have the potential to create localized spots of increased erosion. Careful mapping of the magnetic flux surfaces and its relationship with the geometry of the material boundary surfaces can be used to intentionally place these contact points at regions where adequate conditions exist in order to reduce unwanted plasma-surface effects.

This is the approach followed with the Proto-MPEX high-power helicon device ([22]), where the geometry of the magnetic field was modified to ensure that the tangential contact point between the last uninterrupted flux surface (LUFS) and the material boundary surfaces occurs away from the dielectric cylinder. The particular contact point was moved downstream from the helicon antenna region where the coupling of the RF waves takes place, to a region where the ceramic material is replaced by a metallic (stainless steel) limiter. The use of this alternate material reduces the problems associated with the direct contact of the field lines in the antenna region within the source, reducing the plasma density in this critical area. The stainless steel limiter also acts as a sacrificial material, which can then be replaced when the etching depth becomes unacceptable. This particular study did not analyze the effects of the transport of the sputtered atoms from this stainless steel limiter along the magnetic field lines, which are in effect impurities which may hinder the performance of this device for its intended purpose of plasma-surface interaction studies. This particular issue has been analyzed by Beers et al. ([8]) for the same Proto-MPEX experiment.

### 5.5. Chapter Conclusion

Based on the theoretical developments and simulation techniques presented in Chapters 3 and 4, the most important erosion mechanisms affecting helicon plasma sources have been identified and discussed.

Potential mitigation approaches have been presented for most of them, based on these findings and on practical results published in the available literature. Opportunities for further research work have been identified and discussed, which may contribute to advancing the study of plasma-surface interactions within helicon plasma sources.

## Chapter 6

## Conclusions and Recommendations

This chapter summarizes and the main research conclusions obtained during the course of this research work. A concluding section will propose future avenues of research which may be pursued as a continuation or a complement of the present work.

## 6.I. Summary of Conclusions

The present work focused on the study of internal plasma-surface interactions in a particular kind of plasmagenerating device, the helicon plasma source. These belong to the family of radiofrequency-based plasma sources which do not require electrodes immersed within the discharge, and have the capability of producing high-density plasmas with low input powers. The fact that the plasma discharge is excited through an external antenna, a trait shared with other technologies such as inductively-coupled plasma (ICP) sources and capacitive-coupled plasma (CCP) sources, is thought to reduce the problems associated with the erosion of cathodes and electrodes inside the plasma. Given these promising features, helicon sources have gained recent interest as plasma sources in the semiconductor and material processing industry, in the field of electric space propulsion, as plasma sources for fusion-related research studies or as ion sources in large-scale fusion devices. However, as the technology evolves and higher-power devices are tested, a thorough understanding of all interactions between the plasma and the boundary material surfaces in helicon sources has become relevant. These phenomena are essential in defining the lifetime of practical helicon implementations, as well as optimizing the ability to produce impurity-free plasmas for many industrial and research applications.

Chapter 3 presented the background theory supporting the framework developed to address the objectives of this project. Four main areas within the plasma physics literature were identified as essential foundations for the objectives of this research. The first is the body of theoretical work on helicon plasma waves, which began with preliminary work in the 1960 os but was developed and organized by Rod Boswell, Francis Chen and their research groups in the 1980s and 1990s ([16, 37]). The physics of helicon waves and the mechanisms through which they couple and deposit their energy into the plasma discharge is still an active topic of research in the present day.

However, the currently-accepted models of the two main coupling modes ( $[5,36]$ ), the H -mode and the TG-mode, can be used to understand the relationship between some of the key parameters in a helicon discharge (frequency, density, magnetic field intensity) and can be used to inform the design of practical implementations. The second area studied is the modeling of cylindrical plasma discharges within an axial magnetic field. The initial work in this field was produced in the early days of plasma physics by Langmuir and his research on arc discharges ([ro7, ro8]). The recent work by Ahedo's research group ( $[2,3]$ ) was selected as the basis of a 2 D steady-state model of cylindrical magnetized plasmas, capable of depicting the distribution of all relevant plasma parameters without requiring computationally-expensive operations. The third and fourth topics identified are related to the subfield of plasma-surface interactions. Plasma sheaths are an essential phenomena for the understanding of how plasmas react to the presence of material surfaces, and also determine critical aspects of how ions might get accelerated towards the surface. Models for DC and RF sheaths were described based on the work of Lieberman and Lichtenberg ([7] $]$ ) among others. Finally, plasma-surface interaction phenomena were analyzed with a specific emphasis on sputtering and erosion phenomena. The current theories describing sputtering phenomena were reviewed. Recent empirical models describing sputtering at low temperatures and in ceramic materials were discussed. The chapter concluded with a review of recent experimental work in this particular subject and other related fields, highlighting the general scarcity of specific work in this specific area in both the simulation and experimental fronts.

Chapter 4 described the development of simulation tools based on the theories previously introduced. Steadystate analytical expressions were developed for each one of the four topics identified in chapter 3 , and these numerical models were implemented in the Python programming language making use of the NumPy and SciPy toolkits. Estimations provided by these models were compared, and validated, against available experimental data from relevant helicon plasma sources matching the assumptions and constraints of the simulation. New correlations for the sputtering of composite ceramic materials by argon atoms at low impact energies were developed, by adapting the existing empirical models developed for the case of monoatomic target materials. Estimations were produced for the density distribution and etch rates of the VX-CR helicon plasma source, as a test of the capabilities of the model. Etch rates were calculated for the two main modes of erosion related to the diffusion of ions toward the boundary surfaces and the acceleration through the sheaths, both for the DC sheath and the low-frequency capacitive RF sheath. Within the assumptions of the simulation models, it was found that the higher erosion rates appear at the upstream boundary surface, since the magnetic field lines intersect this whole surface and the average density over it is higher than in other boundaries. The maximum etch rate estimated at this surface was of $2.0 \times 10^{-9} \mathrm{~m} / \mathrm{s}$. The second most relevant erosion mechanism found is the etching due to capacitive coupling under the antenna straps, with maximum values of $2.5 \times 10^{-13} \mathrm{~m} / \mathrm{s}$. Etching on the plasma-facing surface of the cylindrical boundary is an order of magnitude smaller, with maximum estimated etch rates of $5.0 \times 10^{-14} \mathrm{~m} / \mathrm{s}$. These results were discussed and analyzed, highlighting the model limitations and the areas were further research is needed in order to improve the accuracy of these predictions.

Chapter 5 discussed the modeling results obtained in chapters 3 and 4 with the purpose of describing the main mechanisms for erosion of the internal boundary surfaces in helicon plasma sources. Three global modes of plasmasurface interactions capable of producing sputtering of the material surfaces were identified: a) the direct diffusion of the plasma towards the boundary surfaces (across and along the magnetic field lines) with the ions being ac-
celerated by the potential drop across the DC sheath at the boundary; b) acceleration of the ions due to the lowfrequency RF sheath under the terminals of the external helicon antenna; and c) the direct contact or intersection between the magnetic flux surfaces and the material boundary surfaces. Each one of these modes was discussed thoroughly, identifying their key parameters, the effects of modifying them, and the practical engineering and physics implications of these approaches. Since both the plasma density $n$ and the electron temperature $T_{e}$ were identified as key plasma parameters with an influence on all these erosion mechanisms but $T_{e}$ is a fixed input parameter in the simulations developed in chapter 4, a global power balance model was introduced which complements the cylindrical plasma simulation. This addition enables the calculation of both $T_{e}$ and $n$ as internal state variables of a combined simulation depending on external parameters such as the RF input power, the neutral mass flow rate and the source geometry. Simulations were performed for the VX-CR device, where it was found that the bulk of the dissipated energy was allocated to the ionization and excitation reactions, favoring lower electron temperatures as the input power is increased. The limitations of the power balance model were discussed, and future potential improvements were identified. Finally, general mitigation strategies were presented and briefly discussed for the mitigation of unwanted erosion phenomena within helicon plasma sources. These include a discussion on the optimal selection of dielectric boundary materials, the reduction of the plasma density along the sheath edges near the boundary surfaces, the minimization of capacitive coupling effects due to the creation of RF sheaths near the terminals of the helicon antenna, and the proper design of the magnetic field geometry. The practical implications of each one of these strategies was analyzed and balanced with all other constraints related to the design of high-power helicon plasma sources.

The study of erosion phenomena for the three candidate materials selected discussed in chapter 5 clearly shows how those combinations where the sputtering yield is lower, present lower rates of surface etching. Among the three simulated materials, silicon dioxide presents the lower values of $Y_{\text {sputt }}$ while alumina presents the highest. However, the additional considerations discussed in section 5.4 , regarding the mechanical and thermal properties of the dielectric materials used in helicon plasma sources, suggest the conclusion that silicon nitride is a better choice than silicon dioxide, given its higher mechanical strength and thermal conductivity among other factors. The key plasma parameters that contribute to erosion phenomena are the electron temperature $T_{e}$ and the plasma density at the boundary surface $n_{b}$. The plasma temperature contributes to determining the wall potential $\phi_{w}$ and the plasma potential $\phi_{p}$, and sputtering will only occur if the potential difference between the plasma and the wall surface is larger than the threshold energy for sputtering, $\left(\phi_{p}-\phi_{w}\right)>E_{t h r}$. If this condition is met, the plasma density at the boundary $n_{b}$ then becomes the main parameter driving the surface etch rate, as it the ion flux to the wall is proportional to it: $\Gamma_{i} \geq n_{b} u_{B}$, and $u_{B}$ is the boundary condition at the surface sheath given by the Bohm Sheath Criterion.

Helicon plasma sources are increasingly finding applications in fields ranging from material interaction experiments within the fusion community, space electric propulsion and basic plasma physics research. An accurate understanding of all issues constraining their performance or limiting their practical lifetime will be required in order to further advance the development of these technologies. Beyond the specific focus in helicon plasma sources, the models developed in the present work can also be applied in several fields involving plasma-surface interactions at low temperatures and in the presence of magnetic fields. These include industrial material processing appli-
cations, the development of practical fusion devices where the scrape-off layer (SOL) presents plasma parameters with values overlapping the operational regimes of high-power helicon plasmas, and other types of electric plasma thrusters. These domains can also benefit from the development of computationally-inexpensive simulation tools which can guide practical design decisions.

### 6.2. Recommendations for Future Research Work

Throughout the course of this research project, undeveloped topics were identified in several fields lying outside of the scope of the present work. Several potential improvements to the modeling work presented in this thesis were also evident from the discussion of the results obtained. The present section summarizes these areas where the results presented in this work can be expanded or improved. They are organized according to their relationship to experimental or simulation research.

### 6.2.I. Experimental Research Work

Within the helicon community, few experimental devices have been dedicated to the study of plasma-surface interactions within the source. The relevant experimental work which exists has been typically carried out as part of broader, unrelated research campaigns. Experiments could be carried out in flexible helicon-based plasma sources, where detailed measurements of the internal distribution of the plasma parameters can be carried out along the internal boundary surfaces. Besides the classical plasma physics probes (Langmuir probes, RPAs and Faraday cups), non-invasive techniques such as optical emission spectrometry (OES), laser-induced fluorescence (LIF) and IR thermography can produce relevant information on the distribution of excitation reactions throughout the plasma and the distribution of power deposition in these internal surfaces.

A particular topic where a clear need of relevant experimental data was identified is sputtering yield values for the dielectric ceramic materials impacted by ion species commonly used both in low-temperature plasma sources and electric propulsion devices, and at their typical low-temperature intervals. Existing data is scarce, and collected using different techniques and at different energy ranges. The research community would greatly benefit from a consolidated effort of collecting and compiling accurate data for the low-temperature energy range of $10 \mathrm{eV}<$ $T_{e}<200 \mathrm{eV}$.

Among the different mitigation strategies for addressing erosion phenomena within helicon plasma sources, Faraday shields are widely cited in the literature due to previous successful results in inductively-coupled plasma (ICP) sources. Very little experience has been accumulated regarding their usefulness in helicon plasma sources. Questions remain open regarding their effects on the efficiency and performance of the plasma discharge, and specific research related to the eventual mitigation of capacitive coupling phenomena in helicon sources is non-existing.

### 6.2.2. Simulation Research Work

The current research aimed to develop a practical model of the erosion phenomena within high-power helicon sources. The approach selected was based on 2D fluid-dynamic models for magnetized cylindrical plasmas. However, several assumptions exist in the model which may affect the estimations of the distribution of plasma parameters; exploring these alternative configurations may provide further insights into the plasma behavior which better match actual experimental measurements. Among them, the magnetic field is taken as a constant axial value throughout the source; the model could be improved to include the possibility of non-uniform magnetic fields. The electron temperature, a key parameter in defining the momentum transferred by all species in their mutual collisions and interactions with the boundary surfaces, is assumed a constant value throughout the simulation domain. Non-uniform $T_{e}$ values could be introduced into the model, as well as non-Maxwellian temperature distributions. Of particular interest is the study of edge-localized modes such as the TG-mode present in helicon sources; their role in the deposition of RF energy becomes relevant at low magnetic field intensities, and they could also influence the plasma-surface interactions in DC and RF sheaths. The chosen model for cylindrical plasmas is the asymptotical magnetized case of the model proposed by Ahedo and Navarro-Cavallé ([3]); although the magnetized scenario is typical of the high-power helicon devices under study in the present work, further insights could be obtained by implementing the complete, non-simplified model. The effects of some key parameters such as the magnetic field $\mathbf{B}$ could be further understood.

Another possible research path is the substitution of the chosen 2 D fluid-based model for cylindrical magnetized plasmas with particle-based codes, which could be coupled to the sheath and sputtering submodels developed in the present work. Several alternatives are available, including open-source particle-in-cell (PIC) implementations such as XOOPIC or commercial packages such as $\mathrm{COMSOL}^{\circledR}$.

The power balance model introduced in Chapter 5 is also based in the work proposed by Ahedo and NavarroCavallé. While their particular configuration included a model for the magnetic nozzle of a helicon plasma thruster, the modified version presented here includes only a static downstream simulation boundary. This minimizes the effects associated to the fact the plasma in the helicon source is a flowing plasma, and this may contribute to the dominance of the ionization and excitation term as the main energy deposition mechanism in this simulation. Improving this power balance model, by better representing the boundary conditions at the downstream open end of the source could significantly improve the results obtained from this simulation. Including dissipation mechanisms associated with high-power devices such as the possibility of doubly-ionized ions could better represent actual experimental devices; this would require updating the cylindrical plasma simulation to include this fourth species of particle.
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## Appendix A

# Derivation of Dispersion Relation for Helicon and Trivelpiece-Gould Waves 

## A.I. Introduction

Helicon waves are a category of righ-hand polarized (RHP) plasma waves which propagate along dc magnetic fields in bounded systems. They are related to so-called whistler waves which have been studied in atmospheric physics since the early XX century. A historical perspective on the early development of the theory and research related to helicon plasma waves is provided in the review paper from Boswell ([16]).

This section describes the behavior of helicon plasma waves through the derivation of their corresponding dispersion relation, with a particular emphasis on cylindrical geometries. This derivation will be obtained both from the simplified description of cold plasma waves in magnetic fields, as well as a more general approach based on Maxwell's equations and the equation of motion.

## A.2. Cold Plasma Wave Approximation

This description of cold plasma waves in dc magnetic fields follows loosely the terminology and approach presented in Stix ([98]).

Equation set A.i presents Maxwell's equations in differential form.

$$
\begin{align*}
\nabla \cdot \mathbf{E} & =\frac{\rho}{\epsilon_{0}} \\
\nabla \times \mathbf{E} & =-\frac{\partial \mathbf{B}}{\partial t}  \tag{А.І}\\
\nabla \cdot \mathbf{B} & =0 \\
\nabla \times \mathbf{B} & =\mu_{0} \mathbf{j}+\left(\frac{1}{c^{2}}\right)\left(\frac{\partial \mathbf{E}}{\partial t}\right)
\end{align*}
$$

The magnetic field is aligned with the $z$ axis, $\mathbf{B}=B_{0} \mathbf{k}$. The electric and magnetic fields will be linearized as $\mathbf{E}=\mathbf{E}_{0}+\tilde{\mathbf{E}}_{1}(\mathbf{r}, t)$ and $\mathbf{B}=\mathbf{B}_{0}+\tilde{\mathbf{B}}_{\mathbf{1}}(\mathbf{r}, t)$, where $\mathbf{E}_{0}$ and $\mathbf{B}_{0}$ are the values at equilibrium and $\tilde{\mathbf{E}}_{1}$ and $\tilde{\mathbf{B}}_{1}$ are perturbations of type $e^{\omega t+m \theta+k z}$.

Application of the Fourier transform to set A.r yields the following linearized expressions,

$$
\begin{align*}
\imath \mathbf{k} \times \tilde{\mathbf{E}}_{\mathbf{1}} & =\imath \omega \tilde{\mathbf{B}}_{1}  \tag{A.2}\\
\imath \mathbf{k} \times \tilde{\mathbf{B}}_{\mathbf{1}} & =\mu_{0} \tilde{\mathbf{j}}_{1}+\left(-\frac{\imath \omega}{c^{2}}\right) \tilde{\mathbf{E}}_{1} \tag{A.3}
\end{align*}
$$

Combining these expressions produces

$$
\begin{equation*}
\mathbf{k} \times \mathbf{k} \times \tilde{\mathbf{E}}_{1}=\left(\frac{\mu_{0} \omega}{\imath}\right) \tilde{\mathbf{j}}_{1}-\left(\frac{\omega^{2}}{c^{2}}\right) \tilde{\mathbf{E}}_{\mathbf{1}} \tag{A.4}
\end{equation*}
$$

The expression on the left side can be expanded as,

$$
\begin{align*}
\mathbf{k} \times \mathbf{k} \times \tilde{\mathbf{E}}_{\mathbf{1}} & =\left(E_{y} k_{x} k_{y}-E_{x} k_{y}^{2}-E_{x} k_{z}^{2}+E_{z} k_{x} k_{z}\right) \mathbf{e}_{\mathbf{x}} \\
& +\left(E_{z} k_{z} k_{y}-E_{y} k_{z}^{2}-E_{y} k_{x}^{2}+E_{x} k_{x} k_{y}\right) \mathbf{e}_{\mathbf{y}}  \tag{A.5}\\
& +\left(E_{x} k_{x} k_{z}-E_{z} k_{x}^{2}-E_{z} k_{y}^{2}+E_{y} k_{y} k_{z}\right) \mathbf{e}_{\mathbf{z}}
\end{align*}
$$

and then compacted to,

$$
\begin{equation*}
\mathbf{k} \times \mathbf{k} \times \tilde{\mathbf{E}}_{\mathbf{1}}=k^{2}\left[\frac{\mathbf{k k}}{k^{2}}-\mathbb{1}\right] \cdot \tilde{\mathbf{E}}_{\mathbf{1}} \tag{A.6}
\end{equation*}
$$

where $\mathbf{k k}=\left[k_{i} k_{j}\right]$ and $\mathbb{1}=\left[\delta_{i j}\right]$ is the unit tensor. Substituting expression A. 6 in equation A. 4 produces the general dispersion relation

$$
\begin{equation*}
-N^{2}\left[\frac{\mathbf{k} \mathbf{k}}{k^{2}}-\mathbb{1}\right] \cdot \tilde{\mathbf{E}}_{\mathbf{1}}=\left(\frac{\imath}{\epsilon_{0} \omega}\right) \tilde{\mathbf{j}}_{\mathbf{1}}+\tilde{\mathbf{E}}_{\mathbf{1}} \tag{A.7}
\end{equation*}
$$

where $N=\frac{c k}{\omega}$ is the index of refraction and $c^{2}=\left(\epsilon_{0} \mu_{0}\right)^{-1}$ has been applied.
Equation A. 8 shows the two-species momentum equation, where $s=\{i, e\}$ stands for ions and electrons.

$$
\begin{equation*}
n_{s} m_{s}\left[\frac{\partial \mathbf{u}_{s}}{\partial t}+\left(\mathbf{u}_{s} \cdot \nabla\right) \mathbf{u}_{s}\right]=n_{s} q_{s}\left(\mathbf{E}_{s}+\mathbf{u}_{s} \times \mathbf{B}\right) \tag{A.8}
\end{equation*}
$$

Several assumptions regarding the plasma at equilibrium are required to obtain the cold plasma approximation.
I. The plasma is quasineutral, therefore $n_{s 0}=n_{0}$ for both species.
2. The plasma is isothermal, therefore $\nabla p_{s}=0$ for both species.
3. The electric field at equilibrium is null, $\mathbf{E}_{0}=\mathbf{0}$.
4. The magnetic field is uniform and constant, $\mathbf{B}=B_{0} \mathbf{e}_{z}$.

Linearizing equation A. 8 while applying these assumptions yields,

$$
\begin{equation*}
m_{s}\left(\frac{\partial \mathbf{u}_{s 1}}{\partial t}\right)=q_{s} \mathbf{E}_{1}+q_{s} \mathbf{u}_{s 1} \times \mathbf{B} \tag{A.9}
\end{equation*}
$$

Applying the Fourier transform to this result then produces,

$$
\begin{equation*}
-\imath \omega m_{s} \tilde{\mathbf{u}}_{\mathbf{s} \mathbf{1}}=q_{s} \tilde{\mathbf{E}}_{\mathbf{1}}+q_{s} \tilde{\mathbf{u}}_{\mathbf{s} \mathbf{1}} \times \tilde{\mathbf{B}} \tag{А.ıо}
\end{equation*}
$$

For the sake of simplicity, tildes will be dropped from now on (all magnitudes represent their frequency-domain transformations). Noting that $\mathbf{u}_{s 1} \times \mathbf{B}=\left(B_{0} u_{s 1, y}\right) \mathbf{e}_{x}-\left(B_{0} u_{s 1, x}\right) \mathbf{e}_{y}$, the previous expression can be simplified as

$$
\mathbf{u}_{s 1}=\left(\frac{q_{s}}{m_{s}}\right)\left(\begin{array}{ccc}
-\imath \omega & -\Omega_{s} & 0  \tag{A.Іі}\\
\Omega_{s} & -\imath \omega & 0 \\
0 & 0 & -\imath \omega
\end{array}\right)^{-1} \cdot \mathbf{E}_{1}
$$

where $\Omega_{s}=\frac{-\left|q_{s}\right| B_{0}}{m_{s}}$ is the cyclotron frequency for each species. Inversion of the matrix produces,

$$
\mathbf{u}_{s 1}=\left(\frac{q_{s}}{m_{s}}\right)\left(\begin{array}{ccc}
\frac{\imath \omega}{\omega^{2}-\Omega_{s}^{2}} & -\frac{\Omega_{s}}{\omega^{2}-\Omega_{s}^{2}} & 0  \tag{A.ı2}\\
\frac{\Omega_{s}}{\omega^{2}-\Omega_{s}^{2}} & \frac{\imath \omega}{\omega^{2}-\Omega_{s}^{2}} & 0 \\
0 & 0 & \frac{\imath}{\omega}
\end{array}\right) \cdot \mathbf{E}_{1}
$$

Defining the mobility tensor $\bar{\mu}_{s}$ as

$$
\bar{\mu}_{s}=\left(\frac{q_{s}}{m_{s}}\right)\left(\begin{array}{ccc}
\frac{\imath \omega}{\omega^{2}-\Omega_{s}^{2}} & -\frac{\Omega_{s}}{\omega^{2}-\Omega_{s}^{2}} & 0  \tag{A.ı3}\\
\frac{\Omega_{s}}{\omega^{2}-\Omega_{s}^{2}} & \frac{\omega \omega}{\omega^{2}-\Omega_{s}^{2}} & 0 \\
0 & 0 & \frac{\imath}{\omega}
\end{array}\right)
$$

equation A.iz becomes,

$$
\begin{equation*}
\mathbf{u}_{s 1}=\bar{\mu}_{s} \cdot \mathbf{E}_{1} \tag{A.I4}
\end{equation*}
$$

The total current density for the two-fluid plasma can be expressed as

$$
\begin{equation*}
\mathbf{j}_{1}=\sum_{s}\left(q_{s} n_{s} \mathbf{u}_{s 1}\right)=\sum_{s}\left[q_{s} n_{s}\left(\bar{\mu}_{s} \cdot \mathbf{E}_{1}\right)\right] \tag{A.is}
\end{equation*}
$$

which can be condensed as the expression for Ohm's Law for the cold-plasma approximation,

$$
\begin{equation*}
\mathbf{j}_{1}=\overline{\bar{\sigma}} \cdot \mathbf{E}_{1} \tag{A.16}
\end{equation*}
$$

where $\overline{\bar{\sigma}}=\sum_{s} q_{s} n_{s} \bar{\mu}_{s}$ is the conductivity tensor.
Now, substituting the expression for the current density in the general dispersion relation of electromagnetic waves, equation A.7, with that from Ohm's Law for the cold-plasma approxiomation, equation A.16, the nature of cold plasma waves can be further investigated.

$$
\begin{equation*}
-N^{2}\left[\frac{\mathbf{k k}}{k^{2}}-\mathbb{1}\right] \cdot \mathbf{E}_{\mathbf{1}}=\left(\frac{\imath \overline{\bar{\sigma}}}{\epsilon_{0} \omega}\right) \mathbf{E}_{\mathbf{1}}+\mathbf{E}_{\mathbf{1}} \tag{A.17}
\end{equation*}
$$

which can be simplified as

$$
\begin{equation*}
\left\{N^{2}\left[\frac{\mathbf{k} \mathbf{k}}{k^{2}}-\mathbb{1}\right]+\overline{\bar{\epsilon}}\right\} \cdot \mathbf{E}_{\mathbf{1}}=\mathbf{0} \tag{A.18}
\end{equation*}
$$

where the dielectric tensor, $\overline{\bar{\epsilon}}=\left(\frac{i \overline{\bar{\sigma}}}{\epsilon_{0} \omega}\right)+\mathbb{1}$ has been defined. The terms of this dielectric tensor will be defined and analyzed, once again following the terminology established by Stix ([98]).

$$
\overline{\bar{\epsilon}}=\left(\begin{array}{ccc}
\epsilon_{1} & -\imath \epsilon_{2} & 0  \tag{A.19}\\
\imath \epsilon_{2} & \epsilon_{1} & 0 \\
0 & 0 & \epsilon_{3}
\end{array}\right)=\left(\begin{array}{ccc}
S & -\imath D & 0 \\
\imath D & S & 0 \\
0 & 0 & P
\end{array}\right)
$$

where $S, D$ and $P$ are respectively the sum, difference and plasma terms which can be defined as follows when the corresponding terms are expanded.

$$
\begin{align*}
& S=1-\sum_{s} \frac{\omega_{p, s}^{2}}{\omega^{2}-\Omega_{s}^{2}}  \tag{A.20}\\
& D=\sum_{s}\left(\frac{\Omega_{s}}{\omega}\right)\left(\frac{\omega_{p, s}^{2}}{\omega^{2}-\Omega_{s}^{2}}\right)  \tag{A.2I}\\
& P=1-\sum_{s}\left(\frac{\omega_{p, s}^{2}}{\omega^{2}}\right) \tag{A.22}
\end{align*}
$$

where use has been made of the expression for the plasma frequency, $\omega_{p, s}^{2}=\frac{q_{s}^{2} n_{s}}{m_{s} \epsilon_{0}}$.
In the absence of an externally-applied magnetic field, $\mathbf{B}=\mathbf{0}$, the cyclotron frequency for each species becomes null, $\Omega_{s}=0$, and therefore the sum and plasma terms become equal while the difference term becomes null. This produces a symmetric dielectric tensor, essentially describing an isotropic plasma.

$$
\begin{align*}
S=P & =1-\sum_{s}\left(\frac{\omega_{p, s}^{2}}{\omega^{2}}\right)  \tag{A.23}\\
D & =0  \tag{A.24}\\
\Rightarrow \overline{\bar{\epsilon}} & =P \mathbb{1} \tag{A.25}
\end{align*}
$$

For the case when an external magnetic field is applied and without loss of generality, the magnetic field vector will be considered parallel to the $z$ direction and the wave vector located within the $x z$ plane, $\mathbf{k}=(k \sin \theta) \mathbf{e}_{\mathbf{x}}+$ $(k \cos \theta) \mathbf{e}_{\mathbf{z}}$, as depicted in figure A.I.

The introduction of the angle $\theta$ between the wave vector $\mathbf{k}$ and the magnetic field vector $\mathbf{B}$ allows the simplification of equation A.I8 as

$$
\left(\begin{array}{ccc}
S-N^{2} \cos ^{2} \theta & -\imath D & N^{2} \sin \theta \cos \theta  \tag{A.26}\\
\imath D & S-N^{2} & 0 \\
N^{2} \sin \theta \cos \theta & 0 & P-N^{2} \sin ^{2} \theta
\end{array}\right) \cdot \mathbf{E}_{1}=0
$$



Figure A.I: Vector quantities involved in the description of cold plasma waves in the presence of an external magnetic field.

The conditions for the propagation of the cold plasma wave will be those that satisfy equation A.26. Beyond the obvious solution $\mathbf{E}_{1}=\mathbf{0}$, the determinant of the matrix in this equation must become null in order for the expression to be valid.

Let $R=S+D, L=S-D$, and therefore $S^{2}-D^{2}=R L, S=(1 / 2)(R+L)$ and $D=(1 / 2)(R-L)$. Introducing these quantities into the expression for the determinant of the matrix in equation A.26, produces the following quadratic expression in $N^{2}$,

$$
\begin{equation*}
\left(S \sin ^{2} \theta+P \cos ^{2} \theta\right) N^{4}-\left[R L \sin ^{2} \theta+S P\left(1+\cos ^{2} \theta\right)\right] N^{2}+P R L=0 \tag{A.27}
\end{equation*}
$$

Solutions for these equation could be found using the general formula for quadratic equations

$$
N^{2}=\frac{B \pm \sqrt{\Delta}}{2 A}
$$

where the coefficients $A, B$ and the discriminant $\Delta$ are defined as follows,

$$
\begin{aligned}
A & =S \sin ^{2} \theta+P \cos ^{2} \theta \\
B & =R L \sin ^{2} \theta+S P\left(1+\cos ^{2} \theta\right) \\
C & =P R L \\
\Delta^{2} & =B^{2}-4 A C
\end{aligned}
$$

However, a more practical approach for the analysis of this equation can be obtained by manipulating the trigonometrical expressions contained in equation A.27. Following [54], expressions can be found for $\sin ^{2} \theta$ and $\cos ^{2} \theta$ which can be combined to produce equation A. 28 for $\tan ^{2} \theta$.

$$
\begin{equation*}
\tan ^{2} \theta=\frac{-P\left(N^{2}-R\right)\left(N^{2}-L\right)}{\left(S N^{2}-R L\right)\left(N^{2}-P\right)} \tag{A.28}
\end{equation*}
$$

The advantage of the expression in equation A. 28 is that the analysis of the angle $\theta$ and the corresponding terms in its numerator and denominator easily produces simple expressions for the desired dispersion relations, without the need of solving the quadratic expression in equation A.27.

For the case of parallel cold plasma waves, $\theta=0$ and therefore $\tan ^{2} \theta=0$. This can only happen if $N^{2}=R$ or $N^{2}=L$, which respectively produce the so-called right-handed waves and left-handed waves.

For the case of perpendicular cold plasma waves, $\theta=\pi / 2$ and therefore $\tan ^{2} \theta \rightarrow \infty$. This is produced when $N^{2}=R L / S$, termed the extraordinary wave, or when $N^{2}=P$ which is called the ordinary wave.

Equation A. 28 also depicts the conditions present at resonances, in the limit where $N \rightarrow \infty$. This produces $\tan ^{2} \theta \approx-P / S$. For the case of waves parallel to the magnetic field, $\theta=0$ and resonances are produced if $P=0$ or if $S \rightarrow \infty$; this last condition is equivalent to the cases when $R \rightarrow \infty$ or $L \rightarrow \infty$.

## A.3. Derivation from Maxwell Equations

This section derives the dispersion equation for the helicon ("H") and Trivelpiece-Gould ("TG") modes following the approach published by Chen and Arnush ([36]).

Maxwell's equations can be stated as

$$
\begin{align*}
\nabla \cdot \mathbf{B} & =\mathbf{0}  \tag{A.29}\\
\nabla \times \mathbf{E} & =\imath \omega \mathbf{B}  \tag{А.3O}\\
\nabla \times \mathbf{B} & =\mu 0\left(\mathbf{j}-\imath \omega \epsilon_{0} \mathbf{E}\right)=-\imath \omega \epsilon_{0} \mu_{0} \epsilon \cdot \mathbf{E} \tag{A.31}
\end{align*}
$$

where all symbols maintain their usual meaning in the field of electrodynamics. The momentum equation for the electrons can be expressed as

$$
\begin{equation*}
-\imath \omega m_{e} \mathbf{u}_{\mathbf{e}}=-e\left(\mathbf{E}+\mathbf{u}_{\mathbf{e}} \times \mathbf{B}\right)-m_{e} \nu \mathbf{u}_{\mathbf{e}} \tag{A.32}
\end{equation*}
$$

where $\nu$ is the collisional frequency for the electrons. By applying the cold plasma approximation ( $\mathbf{u}_{\mathbf{i}} \approx \mathbf{0}$ ), the current can be defined as $\mathbf{j}=-e n \mathbf{u}_{\mathbf{e}}$.

The substitutions $\Omega_{e}=e B_{0} / m_{e}, \delta_{r}=\omega / \Omega_{e}$ and $\delta=(\omega+\imath \nu) / \Omega_{e}$ transform A. 32 into

$$
\begin{equation*}
\mathbf{E}=-\left(\frac{B_{0}}{e n_{0}}\right)\left(\imath \delta \mathbf{j}+\hat{\mathbf{e}}_{\mathbf{z}} \times \mathbf{j}\right) \tag{A.33}
\end{equation*}
$$

Neglecting the displacement current term in equation A.3I and combining this result with equation A. 30 and equation A. 33 produces

$$
\begin{equation*}
-\left(\frac{B_{0}}{e n_{0} \mu_{0}}\right)\left\{\imath \delta \nabla \times \nabla \times \mathbf{B}+\nabla \times\left[\hat{\mathbf{e}}_{\mathbf{k}} \times(\nabla \times \mathbf{B})\right]\right\}=\imath \omega \mathbf{B} \tag{A.34}
\end{equation*}
$$

Applying the properties of the curl operation in the frequency domain, it can be demonstrated that $\nabla \times$ $\left[\hat{\mathbf{e}}_{\mathbf{k}} \times(\nabla \times \mathbf{B})\right]=-\imath k(\nabla \times \mathbf{B})$, where $k$ is the axial wave number in the assumption of perturbations of the type $\mathbf{A}=\mathbf{A}_{0}+\tilde{A} \exp [\imath(k z+m \theta-\omega t)]$ for all physical quantities involved. Equation A. 34 then becomes

$$
\begin{equation*}
-\left(\frac{B_{0}}{e n_{0} \mu_{0}}\right)\{\imath \delta \nabla \times \nabla \times \mathbf{B}+\imath k \nabla \times \mathbf{B}\}=\imath \omega \mathbf{B} \tag{A.35}
\end{equation*}
$$

This expression will be simplified through the electron plasma frequency $\omega_{p}^{2}=n_{0} e^{2} /\left(\epsilon_{0} m_{e}\right)$, the skin number $k_{s}=\omega_{p} / c$ and the low frequency whistler wave number defined by $\delta k_{s}^{2}=\omega n_{0} \mu_{0} e / B_{0}=k_{w}^{2}$. Equation A. 35 then becomes

$$
\begin{equation*}
\delta \nabla \times \nabla \times \mathbf{B}-k \nabla \times \mathbf{B}+k_{w}^{2} \mathbf{B}=\mathbf{0} \tag{A.36}
\end{equation*}
$$

This is a vector-valued, second-order homogeneous ordinary differential equation with the characteristic equation

$$
\begin{equation*}
\delta \beta^{2}-k \beta+k_{w}^{2}=0 \tag{A.37}
\end{equation*}
$$

which produces the roots

$$
\begin{equation*}
\beta_{1,2}=\frac{k \mp \sqrt{k^{2}-4 \delta k_{w}^{2}}}{2 \delta}=\left(\frac{k}{2 \delta}\right)\left[1 \mp \sqrt{1-4 \delta\left(\frac{k_{w}^{2}}{k^{2}}\right)}\right] \tag{A.38}
\end{equation*}
$$

Applying the binomial expansion to the square root term in the right side of the equation, the following simplified approximation can be obtained

$$
\beta_{1,2} \approx\left(\frac{k}{2 \delta}\right)\left\{1 \mp\left[1-2 \delta\left(\frac{k_{w}^{2}}{k^{2}}\right)\right]\right\} \approx\left\{\begin{array}{l}
\frac{k_{w}^{2}}{k}  \tag{A.39}\\
\frac{k}{\delta}+\frac{k_{w}^{2}}{k}
\end{array}\right.
$$

Typically, $k_{w}^{2} / k \ll 1$ and therefore $\beta_{2} \approx k / \delta$. Solution $\beta_{1}$ corresponds to the belicon of H -mode, while $\beta_{2}$ is the Trivelpiece-Gould or TG-mode.

The limit of the H -mode for the zero-electron mass limit is

$$
\begin{equation*}
\beta_{H}=\frac{k_{w}^{2}}{k}=\frac{\omega}{k} \frac{n_{0} e \mu_{0}}{B_{0}} \equiv \alpha \tag{A.40}
\end{equation*}
$$

which is the typical dispersion relation for helicon plasma waves with $\beta_{H}$ a total wave number and $k$ the wave number component in the direction of $\mathbf{B}$.

The TG-mode expression produces,

$$
\begin{equation*}
\omega=\Omega_{c} \cos \theta \tag{A.4I}
\end{equation*}
$$

which clearly defines the TG-mode as an electron cyclotron wave which is typically present at the boundary edges of the system and is more relevant a low values of the magnetic field $\mathbf{B}$.

The general solution of the ODE from equation A. 36 can be obtained through the factorization

$$
\begin{equation*}
\left(\beta_{1}-\nabla \times\right)\left(\beta_{2}-\nabla \times\right) \mathbf{B}=0 \tag{A.42}
\end{equation*}
$$

where $\mathbf{B}=\mathbf{B}_{\mathbf{1}}+\mathbf{B}_{\mathbf{2}}$ where $\nabla \times \mathbf{B}_{j}=\beta_{j} \mathbf{B}_{j}$ for $j=1,2$. Taking the curl of these expressions, vector Helmholtz equations can be obtained for each one of the mode as $\nabla^{2} \mathbf{B}_{j}+\beta_{j}^{2} \mathbf{B}_{j}=0$. This equation can be solved in cylindrical coordinates to obtain the expressions for the fields $\mathbf{B}$ and $\mathbf{E}$. The complete derivation is described in the published works by Chen et al. ( $[5,32,33,36]$ ).

## Appendix B

## Modeling of cylindrical magnetized plasmas

## B.I. Introduction

The derivation of the 2 D fluid-dynamic model for cylindrical magnetized plasmas will be presented, following the work of Ahedo and Navarro-Cavallé ( $[2,3,80]$. These expressions are based in the fluid momentum conservation equations for a steady-state plasma in cylindrical coordinates. Through a variable separation process, specific models are developed for the description of the relevant plasma parameters as a function of the radial and axial coordinates.

## B.2. Derivation

## B.2.I. General Fluid Equations

The derivation starts with the contiuity and momentum equations for the plasma. The continuity equation can be expressed as

$$
\begin{equation*}
\nabla \cdot\left(n_{e} \mathbf{u}_{e}\right)=\nabla \cdot\left(n_{i} \mathbf{u}_{i}\right)=-\nabla \cdot\left(n_{n} \mathbf{u}_{n}\right)=n_{e}\left(n_{n} R_{i o n}-\nu_{w}\right) \tag{B.I}
\end{equation*}
$$

which expresses that the divergence of the momentum of electrons (or ions) is the opposite to the corresponding term for the neutrals, and that all these terms can be explained through the ionization rate of reaction $n_{n} R_{\text {ion }}$ (where $R_{i o n}$ has units of volume per unit time) and the rate of wall recombination $\nu_{w} . n_{j}$ and $\mathbf{u}_{j}$ are respectively the density and velocity vectors of species $j=e, i, n$.

The continuity equations for the plasma can be expressed as

$$
\begin{equation*}
\nabla \cdot\left(m_{j} n_{j} \mathbf{u}_{j} \mathbf{u}_{j}\right)=-\nabla \mathbf{p}_{j}+q_{j} n_{j}\left(-\nabla \phi+\mathbf{u}_{j} \times \mathbf{B}\right)-\mathbf{S}_{j} \tag{B.2}
\end{equation*}
$$

where $\nabla \mathbf{p}_{j}$ is the pressure gradient term for species $j, p_{j}=n_{j} T_{j}$ with $T_{j}$ is the temperature of species $j$ in energy units, $q_{j}$ is the charge per particle for species $j$ (where $q_{i}=e, q_{e}=-e$ and $q_{n}=0$ ) $-\nabla \phi$ is the gradient of the electric potential, $\mathbf{B}=B_{0} \hat{\mathbf{e}}_{z}$ is the constant axial magnetic field along coordinate $z$, and the term $\mathbf{S}_{j}$ collects the collisional processes corresponding to species $j$. The previous expression can be expanded as follows,

$$
\begin{equation*}
n_{j} m_{j}\left[\frac{\partial \mathbf{u}_{j}}{\partial t}+\left(\mathbf{u}_{j} \cdot \nabla\right) \mathbf{u}_{j}\right]=-\nabla \mathbf{p}_{j}+q_{j} n_{j}\left(-\nabla \phi+\mathbf{u}_{j} \times \mathbf{B}\right)-\mathbf{S}_{j} \tag{B.3}
\end{equation*}
$$

The expression between brackets in the left side of the previous equation is the material derivative or convective derivative of the particule velocity vector $\mathbf{u}_{j}$. Its proper derivation is presented at the end of this Appendix in section B.2.5.

## B.2.2. Model Assumptions

The derivation of the cylindrical plasma models is based on the the set of assumptions listed in Table B.I.

Table B.i: Assumptions introduced in the derivation of the cylindrical magnetized plasma models.

## Assumption Implication

I Axial symmetry.
$\partial / \partial \theta=0$
2 Cold neutrals, axial neutral velocity.
$T_{n} \ll T_{i}, T_{e}$ and $\mathbf{u}_{n}=u_{n} \hat{\mathbf{e}}_{z}$
3 Cold plasma approximation. $\quad T_{i} \ll T_{e} \Rightarrow p_{i} \ll p_{e}$
4 Longitudinal ambipolarity. $\quad \mathbf{j}=j_{\theta} \hat{\mathbf{e}}_{\theta} \Rightarrow u_{i r}=u_{e r}=u_{r}$ and $u_{i z}=u_{e z}=u_{z}$
5 Variable separation for the density function.
$n(r, z)=n_{z}(z) n_{r}(r, z)$
with $n_{r}(r, z)$ non-dimensional and $\int_{0}^{R} n_{r}(r, z) r d r=R^{2} / 2$
6 Variable separation for $\phi(r, z)$, null potential at axis.
$\phi(r, z)=\phi_{z}(z)+\phi(r, z)$ and $\phi_{r}(0, z)=0$
7 Magnetic effects on ions are negligible.
$u_{i \theta} \ll u_{e \theta}=u_{\theta}$
8 Negligible longitudinal electron inertia. Inertia terms (left side terms) on coordinates $r$ and $z$ negligible in equation B.3.
Azimuthal electron inertia retained. Non-zero inertia terms (left side terms) on coordinate $\theta$ in equation B.3.
9 Radial variations predominant for $n_{r}, \phi_{r}, u_{r}, u_{\theta}$.
$\partial n_{r} / \partial z \ll \partial n_{r} \partial r$
$\partial \phi_{r} / \partial z \ll \partial \phi_{r} / \partial r$
$\partial u_{j} / \partial z \ll \partial u_{j} / \partial r$ for $j=r, \theta$
Axial variations predominant for $u_{z}$. $\quad \partial u_{z} / \partial u_{r} \ll \partial u_{z} / \partial z$

IO
Steady-state conditions.
$\partial / \partial t=0$

By applying this set of assumptions and expanding the convective derivatives from equation B.3, three sets of equations can be obtained, for each one of the species present in the plasma and corresponding to the radial $r$, azimuthal $\theta$ and axial $z$ coordinates, as well as the corresponding expression for the continuity equation. The equations corresponding to the electrons are

$$
\begin{align*}
0 & =e\left(\frac{\partial \phi}{\partial r}\right)-e B_{0} u_{\theta e}-T_{e}\left(\frac{\partial n}{\partial r}\right)-m_{e} n_{n}\left(R_{i o n}+R_{e n}\right) u_{r}  \tag{B.4}\\
m_{e}\left[u_{r}\left(\frac{\partial u_{\theta}}{\partial r}\right)+\frac{u_{\theta} u_{r}}{r}\right] & =e u_{r} B_{0}-m_{e} n_{n}\left(R_{i o n}+R_{e n}\right) u_{\theta}-m_{e} n R_{e i} u \theta  \tag{B.5}\\
0 & =n e\left(\frac{\partial \phi}{\partial z}\right)-T_{e}\left(\frac{\partial n}{\partial z}\right)-m_{e} n n_{n}\left(R_{i o n}+R_{e n}\right)\left(u_{z}-u_{n}\right)  \tag{B.6}\\
\left(\frac{1}{r}\right) \frac{\partial}{\partial r}\left(r n u_{r}\right)+\frac{\partial}{\partial z}\left(n u_{z}\right) & =n n_{n} R_{i o n}-n \nu_{w} \tag{B.7}
\end{align*}
$$

where $\nu_{w}=\nu_{w}(z)$ is the wall recombination frequency, a parameter describing the rate of production of neutrals at the system boundaries as they are impacted by ions and neutrals. $R_{i o n}, R_{e i}, R_{e n}, R_{i n}$ are respectively the collisional rates for ionization, and electron-ion, electron-neutral and ion-neutral collisions. Ahedo et al. provide a set of approximations to these collisional rates as a function of the electron temperature $T_{e}$, which are listed below.

$$
\begin{align*}
R_{i o n} & =\sqrt{\frac{8 T_{e}}{\pi m_{e}}} \sigma_{i o n}\left[1+\frac{T_{e} E_{i o n}}{\left(T_{e}+E_{i o n}\right)^{2}}\right] \exp \left(-\frac{E_{i o n}}{T_{e}}\right)  \tag{B.8}\\
R_{e n} & =\sqrt{\frac{8 T_{e}}{\pi m_{e}}} \sigma_{e n}  \tag{B.9}\\
R_{e i} & =\left(\frac{T_{e}}{1 e V}\right)^{-3 / 2} \ln \Lambda \cdot\left(9.2 \times 10^{-14} \mathrm{~m}^{3} \mathrm{~s}^{-1}\right)  \tag{В.ıо}\\
R_{i n} & =c_{i n}\left(k_{2}-k_{1} \log _{10} c_{i n}\right)^{2} \tag{B.II}
\end{align*}
$$

where, in the case of argon gas, the constant parameters are given by $E_{\text {ion }}=15.76 \mathrm{eV}, \sigma_{\text {ion }}=2.8 \times 10^{-20}$ $\mathrm{m}^{2}, \sigma_{\text {en }}=15 \times 10^{-20} \mathrm{~m}^{2}, k_{2}=10.5 \times 10^{-10} \mathrm{~m}$, and $k_{1}=1.67 \times 10^{-10} \mathrm{~m}$. The paramter $c_{i n}=\left|\mathbf{u}_{i}-\mathbf{u}_{n}\right|$ must be given in units of $\mathrm{m} / \mathrm{s}$. For scenarios of constante $T_{e}$, most of these collisional rates will be constant as well. Alternative correlations for these collisional rates have also been published by Gudmundsson ([5s]) and are presented at the end of Appendix C.

The corresponding set of equations for the ions are

$$
\begin{align*}
m_{i} u_{r}\left(\frac{\partial u_{r}}{\partial r}\right) & =-e\left(\frac{\partial \phi}{\partial r}\right)-m_{i} n_{n}\left(R_{i n}+\frac{\nu_{w}}{n_{n}}\right) u_{r}  \tag{B.ı2}\\
m_{i} u_{z}\left(\frac{\partial u_{z}}{\partial z}\right) & =-e\left(\frac{\partial \phi}{\partial z}\right)-m_{i} n_{n}\left(R_{i n}+\frac{\nu_{w}}{n_{n}}\right)\left(u_{z}-u_{n}\right) \tag{В.ı3}
\end{align*}
$$

When applying the corresponding assumptions, the equation for the $\theta$ coordinate for the ions becomes degenerate and has been omitted from the previous set. The continuity equation has also been omitted as it is the same as B.7.

The set of equations for the neutrals take only the axial coordinate and the continuity equation,

$$
\begin{align*}
u_{n}\left(\frac{\partial u_{n}}{\partial z}\right) & =n\left(R_{i n}+\frac{\nu_{w}}{n_{n}}\right)\left(u_{n}-u_{z}\right)  \tag{B.ı4}\\
\frac{\partial}{\partial z}\left(n_{n} u_{n}\right) & =-n n_{n} R_{i o n}+n \nu_{w} \tag{B.is}
\end{align*}
$$

where the term involving neutral-electron collisions has been dropped in equation B.I4 since $m_{n} \gg m_{e}$ and the effects on the neutral inertia are negligible.

## B.2.3. Radial Model

## Derivation

Taking the radial component of the continuity equation B. 7 and applying assumption 5 produces the expression

$$
\begin{equation*}
\left(\frac{1}{r}\right) \frac{\partial}{\partial r}\left(r n_{r} u_{r}\right)=n_{r} \nu_{w} \tag{B.16}
\end{equation*}
$$

Adding equations B. 4 and B.I2 produces

$$
\begin{equation*}
u_{r}\left(\frac{\partial u_{r}}{\partial r}\right)=-u_{B}^{2}\left[\frac{\partial(\ln r)}{\partial r}\right]-\left(\frac{e B_{0}}{m_{i}}\right) u_{\theta}+\left(\frac{m_{e}}{m_{i}}\right)\left(\frac{u_{\theta}^{2}}{r}\right)-n_{n}\left(R_{i o n}+R_{i n}\right) u_{r} \tag{B.17}
\end{equation*}
$$

Equation B.s produces

$$
\begin{equation*}
u_{r}\left(\frac{\partial u_{\theta}}{\partial r}\right)=\left(\frac{e B_{0}}{m_{e}}\right) u_{r}-\left[n_{n}\left(R_{e n}+R_{i o n}\right)+n_{r} R_{e i}\right] u_{\theta}-\frac{u_{\theta} u_{r}}{r} \tag{B.18}
\end{equation*}
$$

When considering that $u_{r}\left(\partial u_{r} / \partial r\right) \ll u_{\theta}^{2} / r$ and also that the effect electron-neutral collisional processes is negligible when compared to the electrostatic, magnetic and pressure terms in the momentum equation, equation B. 4 becomes

$$
\begin{equation*}
e\left(\frac{\partial \phi_{r}}{\partial r}\right)=T_{e} \frac{\partial}{\partial r}\left[\ln \left(n_{r}\right)\right]+e B_{0} u_{\theta}-\left(\frac{m_{e} u_{\theta}^{2}}{r}\right) \tag{B.ı9}
\end{equation*}
$$

Equations B.r7 through B.ry form the basis of the radial model.

## Rescaling

The radial model will now be rescaled using the auxiliary variables $u_{\theta}^{\prime}=u_{\theta} \sqrt{m_{e} / m_{i}}$, the Bohm velocity $u_{B}=\sqrt{T e / m_{i}}$ and the lower hybrid frequency $\omega_{l h}=e B_{0} / \sqrt{m_{i} m_{e}}$.

Combining equations B.i7 and B.i9

$$
\begin{equation*}
u_{r}\left(\frac{\partial u_{r}}{\partial r}\right)=-\left(\frac{e}{m_{i}}\right)\left(\frac{\partial \phi_{r}}{\partial r}\right)-n_{n}\left(R_{i n}+R_{i o n}\right) u_{r} \tag{B.2o}
\end{equation*}
$$

Equation B.i9 produces

$$
\begin{equation*}
\left(\frac{e}{m_{i}}\right)\left(\frac{\partial \phi_{r}}{\partial r}\right)=u_{B}^{2}\left[\frac{\partial\left(\ln n_{r}\right)}{\partial r}\right]+\omega_{l h} u_{\theta}^{\prime}-\frac{u_{\theta}^{\prime 2}}{r} \tag{B.21}
\end{equation*}
$$

Equation B.I8 produces

$$
\begin{equation*}
u_{r}\left(\frac{\partial u_{\theta}^{\prime}}{\partial r}\right)=\omega_{l h} u_{r}-\left[n_{n}\left(R_{e n}+R_{i o n}\right)+n_{r} R_{e i}\right] u_{\theta}^{\prime}-\left(\frac{u_{\theta}^{\prime} u_{r}}{r}\right) \tag{B.22}
\end{equation*}
$$

Combining equations B.I6, B.21 and B. 22 produces

$$
\begin{equation*}
\left[\left(\frac{u_{B}^{2}}{u_{r}}\right)-u_{r}\right]\left(\frac{\partial u_{r}}{\partial r}\right)=\omega_{l h} u_{\theta}^{\prime}+n\left(R_{i n}+R_{i o n}\right) u_{r}+\nu_{w}\left(\frac{u_{B}^{2}}{u_{r}}\right)-\left(\frac{1}{r}\right)\left(u_{\theta}^{\prime 2}+u_{B}^{2}\right) \tag{B.23}
\end{equation*}
$$

The previous four equations constitute the rescaled radial model.

## Non-dimensional Model

The previous rescaled model will now be normalized through the following variable substitution: $\hat{\omega}_{l h}=$ $\omega_{l h}\left(R / u_{B}\right), \hat{u_{\theta}^{\prime}}=u_{\theta}^{\prime} / u_{B}, \hat{u_{r}}=u_{r} / u_{B}, \hat{r}=r / R, \hat{\phi}=\phi / T_{e}, \hat{\nu}=\nu_{w} R / u_{B}$, and $\hat{n}=n / n_{r 0}$ with $n_{r 0}$ the reference on-axis plasma density.

Equation B.16 produces the non-dimensional expression for the radial continuity equation,

$$
\begin{equation*}
\left(\frac{1}{\hat{r}}\right) \frac{\partial}{\partial \hat{r}}\left(\hat{r} \hat{n_{r}} \hat{u_{r}}\right)=\hat{n_{r}} \hat{\nu_{w}} \tag{B.24}
\end{equation*}
$$

Equation B. 23 produces

$$
\begin{equation*}
\left[\frac{1}{\hat{u_{r}}}-\hat{u_{r}}\right]\left(\frac{\partial \hat{u_{r}}}{\partial \hat{r}}\right)=\hat{\omega}_{l h} \hat{u_{\theta}}+\hat{\nu_{i}} \hat{u_{r}}+\left(\frac{\hat{\nu_{w}}}{\hat{u_{r}}}\right)-\left(\frac{\hat{u}_{\theta}}{\hat{r}}\right)-\frac{1}{\hat{r}} \tag{B.25}
\end{equation*}
$$

Equation B. 22 produces

$$
\begin{equation*}
\hat{u_{r}}\left(\frac{\partial \hat{u_{r}}}{\partial \hat{r}}\right)=\hat{\omega}_{l h} \hat{u_{r}}-\hat{\nu_{e}} \hat{u_{\theta}}-\left(\frac{\hat{u_{\theta}} \hat{u_{r}}}{\hat{r}}\right) \tag{B.26}
\end{equation*}
$$

Equation B. 2 I produces

$$
\begin{equation*}
0=-\left[\frac{\partial(\ln \hat{n})}{\partial \hat{r}}\right]+\frac{\partial \hat{\phi}}{\partial \hat{r}}-\hat{\omega}_{l h} \hat{u}_{\theta}+\frac{u_{\theta}^{2}}{\hat{r}} \tag{B.27}
\end{equation*}
$$

Equation B. 20 produces

$$
\begin{equation*}
\left(\frac{\partial \hat{\phi}}{\partial \hat{r}}\right)=-\left(\frac{\partial \hat{u}_{r}}{\partial \hat{r}}\right)-\hat{\nu_{i}} \hat{u}_{r} \tag{B.28}
\end{equation*}
$$

Equations B. 24 through B. 28 constitute the non-dimensional radial model. Boundary conditions for this model express that the following parameters are null at the $\hat{r}=0$ coordinate, $\hat{u_{r}}=\hat{u_{\theta}}=\hat{\phi}=\ln (\hat{n})=0$, and the Bohm Sheath Criterion $\hat{u_{r}}(\hat{r} \rightarrow 1) \approx 1$.

## Asymptotical Model

Asymptotical expressions can be found for the case of highly magnetized cylindrical plasmas, where $\hat{\omega}_{l h} \gg 1$ and $\hat{\nu_{e},}, \hat{\nu_{i}} \approx O(1)$. The electron inertia terms can then be removed from the left side of equation B. 27 and the ambipolar potential term $\hat{\phi}$ can also be removed.

Equation B. 27 produces then

$$
\begin{equation*}
0=-\left[\frac{\partial\left(\ln \hat{n}_{r}\right)}{\partial \hat{r}}\right]-\hat{\omega}_{l h} \hat{u}_{\theta} \tag{B.29}
\end{equation*}
$$

Equation B. 26 produces then

$$
\begin{equation*}
\hat{u_{r}}=\left(\frac{\hat{\nu_{e}}}{\hat{\omega_{l h}}}\right) \hat{u_{\theta}} \tag{B.30}
\end{equation*}
$$

Combining equations B.24, B. 29 and B. 30 prduces the expression

$$
\begin{equation*}
\left(\frac{\partial^{2} \hat{n_{r}}}{\partial \hat{r}^{2}}\right)+\left(\frac{1}{\hat{r}}\right)\left(\frac{\partial \hat{n_{r}}}{\partial \hat{r}}\right)+a_{0}^{2} \hat{n_{r}}=0 \tag{B.3I}
\end{equation*}
$$

where $a_{0}^{2}=\left(\hat{\nu_{w}} / \hat{\nu_{e}}\right) \hat{\omega l h}^{2}$. This is a Bessel equation, with the following solution

$$
\begin{equation*}
\hat{n_{r}}=J_{0}\left(a_{o} \hat{r}\right) \tag{B.32}
\end{equation*}
$$

where $J_{0}$ is the Bessel function of the first kind of order zero, and $a_{0} \approx 2.405$ is the first zero of $J_{0}$. Combining equations B. 32 and B.29, and applying the recursive properties of Bessel functions and their derivatives, the following expression can be obtained

$$
\begin{equation*}
\hat{u_{\theta}}=\frac{a_{0}}{\hat{\omega} \hat{l h}}\left[\frac{J_{1}\left(a_{0} \hat{r}\right)}{J_{0}\left(a_{0} \hat{r}\right)}\right] \tag{B.33}
\end{equation*}
$$

Equations B. 32 , B. 33 and B. 30 constitute the asymptotic radial model for magnetized plasmas, providing expressions for the parameters $\hat{n}, \hat{u_{\theta}}$ and $\hat{u_{r}}$.

## B.2.4. Axial Model

## Derivation

Combining equations B. 7 and B.is and projecting it onto the axial coordinate, the following expression is obtained

$$
\begin{equation*}
\frac{\partial}{\partial z}\left(n_{z} u_{z}+n_{n} u_{n}\right)=0 \tag{B.34}
\end{equation*}
$$

Integrating along the axial coordinate, an expression is found for the axial flow of heavy particles

$$
\begin{equation*}
n_{z} u_{z}+n_{n} u_{n}=g_{0} \tag{B.35}
\end{equation*}
$$

where $g_{0}=\dot{m} /\left(m_{i} \pi R^{2}\right)$ is the axial flow of heavy particles (ions or neutrals) through the cylindrical crosssection of the system.

Projecting equation B. 7 into the axial coordinate produces

$$
\begin{equation*}
\frac{\partial}{\partial z}=n_{z}\left(n_{n} R_{i o n}-\nu_{w}\right) \tag{B.36}
\end{equation*}
$$

Adding equations B. 6 and B.I3, the following expression can be obtained

$$
\begin{equation*}
u_{z}\left(\frac{\partial u_{z}}{\partial z}\right)=-u_{B}^{2} \frac{\partial}{\partial z}\left[\ln \left(n_{z}\right)\right]-n_{n}\left(R_{\text {in }}+R_{\text {ion }}\right)\left(u_{z}-u_{n}\right) \tag{B.37}
\end{equation*}
$$

Projecting equation B.I4 into the axial coordinate (where $n_{r}=1$ ) produces

$$
\begin{equation*}
u_{n}\left(\frac{\partial u_{n}}{\partial z}\right)=-n_{z}\left[R_{i n}\left(u_{n}-u_{z}\right)+\left(\frac{\nu_{w}}{n_{n}}\right) u_{n}\left(1-\alpha_{w}\right)\right] \tag{B.38}
\end{equation*}
$$

where $\alpha_{w} u_{n}$ is the effective axial velocity of the neutrals created from recombination processes at the system boundary wall.

Substracting equation B.i3 from equation B.6, applying assumption 5 and taking $m_{e} / m_{i} \ll 1$ produces

$$
\begin{equation*}
T_{e} \frac{\partial}{\partial z}\left[\ln \left(n_{z}\right)\right]=e\left(\frac{\partial \phi_{z}}{\partial z}\right) \tag{B.39}
\end{equation*}
$$

Multiplying equation B. 37 by the term $u_{z}$ and combining with equation B. 36 produces

$$
\begin{equation*}
\left(u_{B}^{2}-u_{z}^{2}\right)\left(\frac{\partial u_{z}}{\partial z}\right)=n_{n} u_{z}\left(R_{i n}+R_{\text {ion }}\right)\left(u_{z}-u_{n}\right)+u_{B}^{2}\left(n_{n} R_{i o n}-\nu_{w}\right) \tag{B.4o}
\end{equation*}
$$

Now, multiplying equation B .37 by the term $n_{z}$ produces

$$
\begin{equation*}
\left(u_{B}^{2}-u_{z}^{2}\right)\left(\frac{\partial n_{z}}{\partial z}\right)=-n_{z}\left[u_{z}\left(n_{n} R_{i o n}-\nu_{w}\right)+n_{n}\left(R_{i n}+R_{i o n}\right)\left(u_{z}-u_{n}\right)\right] \tag{B.4I}
\end{equation*}
$$

Equation B. 38 produces

$$
\begin{equation*}
n_{n} u_{n}\left(\frac{\partial u_{n}}{\partial z}\right)=n_{z}\left[u_{n} \nu_{w}\left(\alpha_{w}-1\right)+\left(u_{z}-u_{n}\right) n_{n} R_{i n}\right] \tag{B.42}
\end{equation*}
$$

Equations B. 39 through B. 42 form the basis of the Axial model. Boundary conditions for this model are defined at the upstream (closed) and downstream (open) ends of the cylindrical analysis domain: $u_{n, u s}=u_{n 0}, u_{z, u s}=$ $-u_{B}, u_{z, d s}=u_{B}$.

## Non-dimensional Model

The Axial model will be normalized using the following variable substitutions: $\hat{z}=z / L, \hat{n_{z}}=n_{z} / n_{0}, \hat{n_{n}}=$ $n_{n} / n_{n 0}, \hat{u_{z}}=u_{z} / u_{B}, \hat{u_{n}}=u_{n} / u_{n 0}, \hat{\nu_{w}}=\nu_{w} R / u_{B}$, and by introducing the terms $L_{\star}=u_{B} /\left(R_{\text {ion }} n_{n 0}\right)$ as the effective ionization mean free path, $n_{0}=g_{0} / u_{B}$ as the reference plasma density and $n_{n 0}=g_{0} / u_{n 0}$ as the reference neutral density.

Equation B. 40 then produces the normalized expression

$$
\begin{equation*}
\left(1-{\hat{u_{z}}}^{2}\right)\left(\frac{\partial \hat{u_{z}}}{\partial \hat{z}}\right)=\left(\frac{L}{L_{\star}}\right)\left[\hat{n_{n}} \hat{u_{z}}\left(\frac{R_{\text {in }}}{R_{\text {ion }}}+1\right)\left(\hat{u_{z}}-\frac{u_{n 0} \hat{u_{n}}}{u_{B}}\right)+\hat{n_{n}}\right]-\left(\frac{L}{R}\right) \hat{\nu_{w}} \tag{B.43}
\end{equation*}
$$

Equation B. 4 I produces the expression

$$
\begin{equation*}
\left(1-{\hat{u_{z}}}^{2}\right)\left(\frac{\partial \hat{n}_{z}}{\partial \hat{z}}\right)=-\left(\frac{L}{L_{\star}}\right) \hat{n_{n}} \hat{n_{z}}\left[\hat{u_{z}}+\left(\hat{u_{z}}-\frac{u_{n 0} \hat{u_{n}}}{u_{B}}\right)\left(\frac{R_{i n}}{R_{\text {ion }}}+1\right)\right]+\left(\frac{L}{R}\right) \hat{n_{z}} \hat{\nu_{w}} \hat{u_{z}} \tag{B.44}
\end{equation*}
$$

Equation B. 42 produces the expression

$$
\begin{equation*}
\hat{n_{n}} \hat{u_{n}}\left(\frac{\partial \hat{u_{n}}}{\partial \hat{z}}\right)=\hat{n_{z}}\left[\hat{n_{n}}\left(\frac{L u_{B} n_{0}}{L_{\star} n_{n 0} u_{n 0}}\right)\left(\hat{u_{z}}-\frac{u_{n 0} \hat{u_{n}}}{u_{B}}\right)\left(\frac{R_{\text {in }}}{R_{\text {ion }}}\right)+\hat{u_{n}} \hat{\nu_{w}}\left(\alpha_{w}-1\right)\left(\frac{L n_{0}}{R n_{n 0}}\right)\right] \tag{B.45}
\end{equation*}
$$

Equation B. 35 produces the expression

$$
\begin{equation*}
\hat{n_{n}}=1-\hat{n_{z}} \hat{u_{z}} \tag{B.46}
\end{equation*}
$$

The normalized Axial model is constituted by equations B. 43 to B. 46 .

## Asymptotical Model

The asymptotical model is based on the assumption that $T_{e}$ and $B_{0}$ are large enough that the following relationships are valid: $\nu_{w} /\left(n_{n} R_{i o n}\right) \ll 1, R_{i n, s} / R_{\text {ion }} \ll u_{n 0} / u_{B} \ll 1, \alpha_{w}=1$ and $\hat{\nu_{w}} \rightarrow 0$. The process of constructing the asymptotical axial model requires two succesive variable substitutions. The first auxiliary variable $\zeta$ is defined through the expression

$$
\begin{equation*}
\frac{\partial \hat{z}}{\partial \zeta}=1-{\hat{u_{z}}}^{2} \tag{B.47}
\end{equation*}
$$

Equation B. 43 then produces

$$
\begin{equation*}
\frac{\partial \hat{u_{z}}}{\partial \zeta}=\left(\frac{L}{L_{\star}}\right) \hat{n_{n}}\left(\hat{u}_{z}^{2}+1\right) \tag{B.48}
\end{equation*}
$$

Equation B. 44 produces

$$
\begin{equation*}
\frac{\partial \hat{n_{z}}}{\partial \zeta}=-2\left(\frac{L}{L_{\star}}\right) \hat{n_{n}} \hat{n_{z}} \hat{u_{z}} \tag{B.49}
\end{equation*}
$$

Equation B. 45 is reduced to the expression $\partial \hat{u_{n}} / \partial \hat{z}=0$, which implies $\hat{u_{n}} \equiv 1$.
Equation B. 46 produces the expression

$$
\begin{equation*}
\hat{n_{n}}=1-\hat{n_{z}} \hat{u_{z}} \tag{B.so}
\end{equation*}
$$

The second variable substitution relies on the auxiliary variable $\xi$ defined through the expression

$$
\begin{equation*}
\frac{\partial \xi}{\partial \zeta}=\left(\frac{L}{L_{\star}}\right) \hat{n_{n}} \tag{B.sI}
\end{equation*}
$$

Equation B. 48 then produces the expression

$$
\begin{equation*}
\hat{u_{z}}=\tan \xi \tag{B.52}
\end{equation*}
$$

Combining equation B. 49 with the boundary condition $u_{z, d s}=u_{B}$ at the downstream boundary produces the expression

$$
\begin{equation*}
\hat{n_{z}}=2 \eta_{u} \cos ^{2}(\xi) \tag{B.53}
\end{equation*}
$$

where the parameter $\eta_{u}=n_{z, d s} / n_{0}$ is analog to the propellant utilization defined for electric plasma thrusters. Equation B. 46 produces

$$
\begin{equation*}
\hat{n_{n}}=1-\eta_{u} \sin (2 \xi) \tag{B.54}
\end{equation*}
$$

The expression for the axial coordinate $\hat{z}$ is obtained from expanding the expression for the chain rule including both variable substitutions, $\partial \hat{z} / \partial \xi=(\partial \hat{z} / \partial \zeta)(\partial \zeta / \partial \xi)$. This produces the expression

$$
\begin{equation*}
\frac{\partial \hat{z}}{\partial \xi}=\left(\frac{L_{\star}}{L}\right)\left[\frac{1-\tan ^{2}(\xi)}{1-\eta_{u} \sin (2 \xi)}\right] \tag{B.55}
\end{equation*}
$$

The left side of the previous equation can be integrated in the interval $\hat{z} \in[-1, \hat{z}]$, while the right side is integrated within the interval $\xi \in[-\pi / 4, \xi]$. This produces the expression

$$
\begin{equation*}
\frac{z+L}{L_{\star}}=\int_{-\frac{\pi}{4}}^{\xi}\left[\frac{1-\tan ^{2}\left(\xi^{\prime}\right)}{1-\eta_{u} \sin \left(2 \xi^{\prime}\right)}\right] d \xi^{\prime} \tag{B.56}
\end{equation*}
$$

The parameter $\eta_{u}$ can be obtained implicitly by considering the conditions at the downstream boundary, where $z=0$ and $\xi=\pi / 4$. Equations B. 52 through B. 54 , plus equation B. 56 constitute the asymptotic axial model for magnetized cylindrical plasmas.

The algorithm for the solution of the axial model can be summarized in the following steps,
I. From the input parameters $T_{e}, L, m_{i}, m_{e}, R_{i o n}, n_{n 0}, g_{0}$ the value of $L / L_{\star}$ can be obtained.
2. Considering the conditions at the downstream boundary, equation B. 56 implicitly defines $\eta_{u}$.
3. Equation B. 56 can now be used to define the mapping $\xi(\hat{z})$.
4. Equations B. 52 through B. 54 can be used to obtain $\hat{u_{z}}, \hat{n_{z}}, \hat{n_{n}}$.

## B.2.5. Vector Calculus Formulas

## The Material or Convective Derivative in Cylindrical Coordinates

The convective derivative of a vector-valued function $\mathbf{u}=\left[u_{r}(r, \theta, z, t)\right] \hat{\mathbf{e}}_{r}+\left[u_{\theta}(r, \theta, z, t)\right] \hat{\mathbf{e}}_{\theta}+\left[u_{z}(r, \theta, z, t)\right] \hat{\mathbf{e}}_{z}$ can be calculated in cylindrical coordinates as follows,

$$
\begin{equation*}
\left[\frac{\partial \mathbf{u}}{\partial t}+(\mathbf{u} \cdot \nabla) \mathbf{u}\right]=\frac{\partial \mathbf{u}}{\partial t}+\frac{\partial \mathbf{u}}{\partial r} \frac{\partial r}{\partial t}+\frac{\partial \mathbf{u}}{\partial \theta} \frac{\partial \theta}{\partial t}+\frac{\partial \mathbf{u}}{\partial z} \frac{\partial z}{\partial t} \tag{B.57}
\end{equation*}
$$

where the first term on the right side of the equation does not require the derivation of the corresponding unit vectors, as it is computed at a fixed spatial location. That means,

$$
\begin{equation*}
\frac{\partial \mathbf{u}}{\partial t}=\frac{\partial u_{r}}{\partial t} \hat{\mathbf{e}}_{r}+\frac{\partial u_{\theta}}{\partial t} \hat{\mathbf{e}}_{\theta}+\frac{\partial u_{z}}{\partial t} \hat{\mathbf{e}}_{z} \tag{B.58}
\end{equation*}
$$

The remaining terms in the right side of equation B. 57 do need to contemplate the spatial derivatives of the unit vectors. The second term can then be simplified as,

$$
\begin{equation*}
\frac{\partial \mathbf{u}}{\partial r} \frac{\partial r}{\partial t}=u_{r}\left[\frac{\partial u_{r}}{\partial r} \hat{\mathbf{e}}_{r}+\frac{\partial u_{\theta}}{\partial r} \hat{\mathbf{e}}_{\theta}+\frac{\partial u_{z}}{\partial u_{r}} \hat{\mathbf{e}}_{z}\right] \tag{B.59}
\end{equation*}
$$

The third term in the right side of equation B. 57 produces the expression

$$
\begin{equation*}
\frac{\partial \mathbf{u}}{\partial \theta} \frac{\partial \theta}{\partial t}=\frac{u_{\theta}}{r}\left[\left(\frac{\partial u_{r}}{\partial \theta}-u_{\theta}\right) \hat{\mathbf{e}}_{r}+\left(u_{r}+\frac{\partial u_{\theta}}{\partial \theta}\right) \hat{\mathbf{e}}_{\theta}+\frac{\partial u_{z}}{\partial \theta} \hat{\mathbf{e}}_{z}\right] \tag{B.6o}
\end{equation*}
$$

The fourth term in the right side of equation B. 57 produces the expression

$$
\begin{equation*}
\frac{\partial \mathbf{u}}{\partial z} \frac{\partial z}{\partial t}=u_{z}\left[\frac{\partial u_{r}}{\partial z} \hat{\mathbf{e}}_{z}+\frac{\partial u_{\theta}}{\partial z} \hat{\mathbf{e}}_{\theta}+\frac{\partial u_{z}}{\partial z} \hat{\mathbf{e}}_{z}\right] \tag{B.6I}
\end{equation*}
$$

Finally, substituting equations B. 58, B. 59, B. 60 and B. 61 in equation B. 57 produces the final expression for the convective derivative of the function $\mathbf{u}$ in cylindrical coordinates,

$$
\begin{align*}
{\left[\frac{\partial \mathbf{u}}{\partial t}+(\mathbf{u} \cdot \nabla) \mathbf{u}\right]=} & {\left[\frac{\partial u_{r}}{\partial t}+u_{r} \frac{\partial u_{r}}{\partial r}+\frac{u_{\theta}}{r} \frac{\partial u_{r}}{\partial \theta}-\frac{u_{\theta}^{2}}{r}+u_{z} \frac{\partial u_{r}}{\partial z}\right] \hat{\mathbf{e}}_{r}+} \\
& {\left[\frac{\partial u_{\theta}}{\partial t}+u_{r} \frac{\partial u_{\theta}}{\partial r}+\frac{u_{\theta}}{r} \frac{\partial u_{\theta}}{\partial \theta}+\frac{u_{\theta} u_{r}}{r}+u_{z} \frac{\partial u_{\theta}}{\partial z}\right] \hat{\mathbf{e}}_{\theta}+} \\
& {\left[\frac{\partial u_{z}}{\partial t}+u_{r} \frac{\partial u_{z}}{\partial r}+\frac{u_{\theta}}{r} \frac{\partial u_{z}}{\partial \theta}+u_{z} \frac{\partial u_{z}}{\partial z}\right] \hat{\mathbf{e}}_{z} } \tag{B.62}
\end{align*}
$$

## Appendix C

# Modeling of Power Balance within Magnetized Cylindrical Plasmas 

## C.I. Introduction

A derivation of the expressions for the power balance for cylindrical magnetized plasmas, adapted for the particular scenario of helicon plasma sources, is presented in this Appendix. This model is based upon the work by Ahedo et al. ([3]) and Vidal et al. ([II3]), and complements the 2D model for cylindrical magnetized plasmas presented in Appendix B.

## C.2. Derivation

The power balance expression can be obtained from the expression for the conservation of momentum for all plasma species. Vidal et al. ([II3]) presents it as

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(n_{j} \varepsilon_{j}\right)+\nabla \cdot\left[\left(\varepsilon_{j}+T_{j}\right) \boldsymbol{\Gamma}_{j}\right]=-\nabla \cdot \mathbf{Q}_{j}+q_{j} \boldsymbol{\Gamma}_{j} \cdot \mathbf{E}+S_{j}-n_{j} \theta_{j} \tag{C.I}
\end{equation*}
$$

where the subindexes $j=\{i, e, n\}$ correspond to ions, electrons and neutrals. $n_{j}$ is the particle density of species $j ; \varepsilon_{j}=(3 / 2) T_{j}+(1 / 2) m_{j} u_{j}^{2}$ is the mean energy per particle of species $j ; T_{j}$ is the temperature of species $j$ in energy units; $m_{j}$ and $u_{j}$ are, correspondingly, the mass and mean scalar velocity of species $j ; \boldsymbol{\Gamma}_{j}=n_{j} \mathbf{u}_{j}$ is the particle flux of species $j ; \mathbf{Q}_{j}$ is the heat flux or particle $j ; \mathbf{E}$ is the electric field; $S_{j}$ is the external input power per unit volume absorbed by species $j$; and $\theta_{j}$ is the power dissipated by species $j$ through collisional processes.

A series of assumptions can now be applied, matching those presented in the derivation of the cylindrical plasma models of Appendix B.

- The analysis is done in steady state conditions, therefore $(\partial / \partial t)=0$.
- The cold plasma approximation is applied, therefore $T_{i} \approx 0$.
- The electron temperature is assumed constant, $T_{e} \approx$ constant. This implies $Q_{j}=0$.

The previous set of assumptions eliminate the time-dependent term from the left side of equation C.I, and the first term of its right side. The remaining terms can be re-arranged in order to produce the following expression presented by Ahedo et al. ([3])

$$
\begin{equation*}
\nabla \cdot \dot{\mathbf{P}}=\mathbf{j} \cdot \mathbf{E}+\dot{P}_{i n}-\dot{P}_{i o n} \tag{C.2}
\end{equation*}
$$

where the term $\dot{P}_{i n}=\sum_{j} S_{j}$ is the total external power input to the system per unit volume.
The vector term $\dot{\mathbf{P}}_{\mathbf{j}}$ combines the internal, kinetic and pressure energy terms and has units of power per unit area,

$$
\begin{equation*}
\mathbf{P}_{j}=\sum_{j}\left[\left(\frac{3 T_{j}}{2}+\frac{m_{j} u_{j}^{2}}{2}+T_{j}\right) n_{j} \mathbf{u}_{\mathbf{j}}\right] \tag{C.3}
\end{equation*}
$$

In the previous equation, the expressions corresponding to ions and neutrals will not present the terms including the temperature $T_{j}$. All these expressions will have components in the three cylindrical coordinates $(r, \theta, z)$.

The fist term on the right side of equation C. 2 can be substituted using the following expression stating the fact that no external electric field is applied to the plasma, and that there are no current sources within the system ( $\nabla \cdot \mathbf{j}=0$ ),

$$
\begin{equation*}
\nabla \cdot(\phi \mathbf{j})=\phi \nabla \cdot \mathbf{j}+\mathbf{j} \cdot \nabla \phi=-\mathbf{j} \cdot \mathbf{E} \tag{C.4}
\end{equation*}
$$

The third term of the right side equation C. 2 expresses the contribution of all collisional interactions, including ionization and excitation processes. It can be expressed through the ionization rate of reaction $R_{i o n}$ and the collisional energy per ion-electron pair created $E_{i o n}^{\prime}$, a term which will be detailed in the next section of the present Appendix.

$$
\begin{equation*}
\dot{\mathbf{P}}_{i o n}=E_{i o n}^{\prime} n n_{n} R_{i o n}=\nabla \cdot\left(E_{i o n}^{\prime} n \mathbf{u}_{i}\right) \tag{C.5}
\end{equation*}
$$

Combining the vector derivatives of expressions C. 4 and C.5, the expression from equation C. 2 becomes

$$
\begin{equation*}
\nabla \cdot\left[\dot{\mathbf{P}}+E_{i o n}^{\prime} n \mathbf{u}_{\mathbf{i}}+\phi \mathbf{j}\right]=\dot{P}_{i n} \tag{C.6}
\end{equation*}
$$

Integrating this expression over the whole volume of the system and applying Gauss's Divergence Theorem,
the proper Power Balance Criterion is obtained

$$
\begin{equation*}
P_{\text {ion }}+P_{\text {wall }}+P_{\text {beam }}=P_{\text {in }} \tag{C.7}
\end{equation*}
$$

where each term corresponds to a surface integral describing the flux of energy through the system boundaries due to the different terms involved.

The term $P_{i o n}$ combines all the contributions from collisional, excitation and ionization processes and can be estimated as

$$
\begin{equation*}
P_{i o n}=E_{\text {ion }}^{\prime}\left(\frac{\dot{m}_{i T}}{m_{i}}\right) \tag{С.8}
\end{equation*}
$$

where $\dot{m}_{i T}$ is the total ion mass flow through the boundaries of the system. In the present case of a cylindrical magnetized plasma it can be calculated through the expression $\dot{m}_{i T}=\dot{m}_{u s}+\dot{m}_{d s}+\dot{m}_{\text {wall }}$ where the terms on the right side correspond to the mass fluxes through the upstream ("us") and downstream ("ds") boundaries and the "wall" term correponds to the mass flux through the inner surface of the cylindrical boundary. $m_{i T}$ can then be calculated through the following expression

$$
\begin{equation*}
\dot{m_{i T}}=m_{i} \pi R^{2} u_{B} n_{u s}+m_{i} \pi R^{2} u_{B} n_{d s}+m_{i}\left(2 \pi R u_{B}\right) \int_{-L}^{0} n(R, z) d z \tag{C.9}
\end{equation*}
$$

where $u_{B}=\sqrt{T_{e} / m_{i}}$ is the ion Bohm velocity; $n_{u s}$ and $n_{d s}$ are the mean plasma densities along the upstream and downstream boundaries of the system; and $n_{R, z}$ is the plasma density along the sheath edge on the plasmafacing surface of the cylindrical boundary.

The mean plasma densities along the upstream and downstream system boundaries can be estimated through surface integrals at these locations applied to the expressions derived in the 2 D cylindrical magnetized plasma model. The mean plasma density at the upstream boundary can be obtained from

$$
\begin{equation*}
n_{u s}=\left(\frac{1}{\pi R^{2}}\right) \iint_{u s} n(r,-L) r d r d \theta=\left(\frac{2}{R^{2}}\right) \int_{0}^{R} n_{r}(r) n_{z}(-L) n_{0} r d r \tag{С.ıо}
\end{equation*}
$$

where $n_{r}(r)$ is the normalized radial density from the Radial model, $n_{z}(z)$ is the normalized axial density from the Axial model and $n_{0}$ is the reference plasma density; all of these terms have been described in Appendix B. In a similar approach, the mean plasma density through the downstream boundary can be described by

$$
\begin{equation*}
n_{d s}=\left(\frac{1}{\pi R^{2}}\right) \iint_{d s} n(r, 0) r d r d \theta=\left(\frac{2}{R^{2}}\right) \int_{0}^{R} n_{r}(r) n_{z}(0) n_{0} r d r \tag{С.Іі}
\end{equation*}
$$

The term $P_{\text {wall }}$ from equation C. 7 combines the contributions of the flux of particle energy through the up-
stream and cylindrical boundaries of the system (its "walls"). It can be calculated from the expression

$$
\begin{equation*}
P_{\text {wall }}=2 \pi R \int_{-L}^{0} \dot{\mathbf{P}}(R, z) \cdot \hat{e}_{r} d z-2 \pi \int_{0}^{R} \dot{\mathbf{P}}(r,-L) \cdot \hat{e}_{z} r d r \tag{C.ı2}
\end{equation*}
$$

where $\hat{e}_{r}$ and $\hat{e}_{z}$ are the unit vectors from the cylindrical coordinate system. The second term from the right side in the previous expression has a negative sign, since the particle flux through the upstream boundary has the opposite direction from $\hat{e}_{z}$.

The term $P_{\text {beam }}$ is obtained in a very similar approach to $P_{\text {wall }}$, analyzing the flux of particle energies through the downstream open end of the system,

$$
\begin{equation*}
P_{\text {beam }}=2 \pi \int_{0}^{R} \dot{\mathbf{P}}(r, 0) \cdot \hat{e}_{z} r d r \tag{С..13}
\end{equation*}
$$

## C.3. The term $E_{\text {ion }}^{\prime}$

The calculation of the term $P_{i o n}$ in the power balance expression relies on the term $E_{\text {ion }}^{\prime}$, defined as the energy dissipated by collisional, excitation and ionization processes per electron-ion pair created. This term is very specific to the particular species under analysis. The expressions presented here are those corresponding to singly-ionized argon plasmas.

The derivation of the power balance criterion presented by Ahedo et al. ([3]) suggests the used of an expression fitted to the data published by Dugan ([46]). The following description is based on the more recent work by Gudmundsson ([55]), as suggested by Lieberman and Lichtenberg ([77]).

The Gudmundsson model is based on collision rate data for argon ions at the low electron temperatures relevant for typical helicon plasma sources ( $1 \mathrm{eV}<T_{e}<10 \mathrm{eV}$ ). These later authors define this term as the collisional energy lost per ion-electron pair created $E_{i o n}^{\prime}=\varepsilon_{c}$, and define it as

$$
\begin{equation*}
\varepsilon_{c}=\varepsilon_{i z}+\sum_{j} \varepsilon_{e x, j} \frac{k_{e x, j}}{k_{i z}}+\frac{k_{e l}}{k_{i z}} \frac{3 m_{e}}{m_{i}} T_{e} \tag{C.I4}
\end{equation*}
$$

where $\varepsilon_{i z}$ is the ionization energy for singly-charged ions ( $\varepsilon_{i z} \approx 15.76 \mathrm{eV}$ for $\mathrm{Ar}^{+}$ions), $\varepsilon_{e x, j}$ and $k_{e x, j}$ are respectively the threshold energies and rate coefficients for the different excitation processes (represented by the subindex $j$ ), $k_{i z}$ is the ionization rate coefficient, and $k_{e l}$ is the rate coefficient for elastic collisions between electrons and ions.

Gudmundsson compiles rate coefficients for different types of excitation reactions. The corresponding values and formulas for the terms $\varepsilon_{e x, j}$ and $k_{e x, j}$ for each one of them are presented in Table C.I.

Table C.I: Threshold energies $\varepsilon_{e x, j}$ and rate coefficients $k_{e x, j}$ corresponding to the excitation transitions of argon atoms. Obtained from the compilation published by Gudmundsson ([55]).

| Final State | $\varepsilon_{e x, j}(\mathrm{eV})$ | $k_{e x, j}\left(\mathrm{~m}^{3} / \mathrm{s}\right)$ |
| :--- | :--- | :--- |
| ${ }^{3} \mathrm{P}_{2}$ | 11.5 | $5.02 \times 10^{-15} \exp \left(-12.64 / T_{e}\right)$ |
| ${ }^{3} \mathrm{P}_{1}$ | 11.6 | $1.91 \times 10^{-15} \exp \left(-12.60 / T_{e}\right)$ |
| ${ }^{3} \mathrm{P}_{0}$ | 11.7 | $1.35 \times 10^{-15} \exp \left(-12.42 / T_{e}\right)$ |
| ${ }^{1} \mathrm{P}_{1}$ | 11.8 | $2.72 \times 10^{-16} \exp \left(-12.14 / T_{e}\right)$ |
| $4 p$ | 13.2 | $2.12 \times 10^{-14} \exp \left(-13.13 / T_{e}\right)$ |
| $4 s, 4 s^{\prime}$ | 11.8 | $1.45 \times 10^{-14} \exp \left(-12.96 / T_{e}\right)$ |
| $5 s, 3 \bar{d}, 5 s^{\prime}, 3 d^{\prime}$ | 14.2 | $1.22 \times 10^{-14} \exp \left(-17.80 / T_{e}\right)$ |
| $4 d, 6 s, 4 \bar{d}, 4 d^{\prime}, 6 s^{\prime} 5 d, 7 s, 5 \bar{d}$ | 15.0 | $7.98 \times 10^{-15} \exp \left(-19.05 / T_{e}\right)$ |
| Higher states | 15.5 | $8.29 \times 10^{-15} \exp \left(-18.14 / T_{e}\right)$ |

The ionization rate coefficient can be obtained from the expression

$$
\begin{equation*}
k_{i z}=\left(2.9 \times 10^{-14}\right) T_{e}^{0.50} \exp \left(-17.8 / T_{e}\right) \tag{C.is}
\end{equation*}
$$

for the temperature range $1 \mathrm{eV}<T_{e}<10 \mathrm{eV}$. Finally, the rate coefficient for elastic collisions can be found from

$$
\begin{equation*}
\ln \left(k_{e l}\right)=-31.3879+1.6090 \ln \left(T_{e}\right)+0.0618\left[\ln \left(T_{e}\right)\right]^{2}-0.1171\left[\ln \left(T_{e}\right)\right]^{3} \tag{C.ı6}
\end{equation*}
$$

## Appendix D

## Python Scripts

This Appendix contains the Python scripts used to implement the simulations discussed in chapter 4.

## D.I. Description of the software implementation

The models discussed in chapter 4 of this thesis have been implemented as scripts in the Python ${ }^{1}$, using the numerical libraries $\mathrm{NumPy}^{2}$ and SciPy ${ }^{3}$.

The scripts produced belong to three different categories: class definitions, parameter sets and execution scripts. The definition of these categories and the list of scripts is detailed in Table D.r. The execution scripts are the only programs designed to be directly invoked by the user.

[^2]Table D.i: List of the Python scripts designed to implement the simulations from chapters 4 and 5 .

| Category | Script Name | Description |
| :---: | :---: | :---: |
| Class Definition | AhedoOOP.py | Definition of classes related to the 2 D cylindrical magnetized plasma model by Ahedo et al. ([2, 3$]$ ). It also includes methods for the power balance simulation for the helicon plasma source. |
|  | SheathsOOP.py | Definition of classes related to the plasma sheath models described by Lieberman and Lichtenberg ([71]). |
|  | EcksteinSputteringOOP.pdf | Definition of classes related to the sputtering models described by Eckstein et al. [48]. |
| Parameter Set | HeliconParSets.py | Sets of experimental parameters from helicon plasma sources to be used with AbedoOOP.py. |
|  | SputteringPars.py | Sets of experimental parameters and fitting coefficients to be used in conjunction with EcksteinSputteringOOP.py. Fitting coefficients obtained from Behrisch et al. ([9]). |
| Execution Script | helicon_tests.py | Utility procedural script implementing unit tests of the radial, axial and power balance models from AbedoOOP.py and sputtering simulations from EcksteinSputteringOOP.py. |
|  | HeliconErosionSim.py | Main simulation routine used to create the data sets plotted in section 4.3. |
|  | HeliconPowerBalance.py | Main simulation routine used to create the power balance results shown in section 5.3. |
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$$
\begin{aligned}
& ================== \\
& {[1]-\operatorname{self.rr[0]))}} \\
& \text { self.rr[0])) } \\
& ================== \\
& r
\end{aligned}
$$ , $\%$ _np) *100/P_inp,
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$$
\begin{aligned}
& \text { put power } \\
& \mathrm{W} ;^{\prime}, \mathrm{np} \cdot \mathrm{abs}
\end{aligned}
$$
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$$
\begin{aligned}
& n=p /\left(k_{-} B^{*} T\right) ; p \text { data from } \\
& \text { [navarro18] }
\end{aligned}
$$
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| Jul 16, $2216: 18$ helicon_tests.py |  |  | alle Gamb |
| :---: | :---: | :---: | :---: |
|  |  |  | Page 1/9 |
| $\begin{aligned} & 1 \\ & 2 \end{aligned} \text { \#!/usr/bin/python }$ |  |  |  |
|  |  |  |  |  |
|  |  |  |  |
| 4 \# helicon_tests.py |  |  |  |
| 5 \# |  |  |  |
| \# Routine for the creation of pa |  |  |  |
|  |  |  |  |
| 8 ( 8 |  |  |  |
| 9 |  |  |  |
| 10 \# Python module packages required for |  |  |  |
| 11 import numpy as np |  |  |  |
| 12 import matplotlib.pyplot as plt |  |  |  |
| 13 import matplotlib.colors as colo |  |  |  |
| 14 import scipy.interpolate as inte |  |  |  |
| 15 ( 15 |  |  |  |
| 16 \# Model-specific packages |  |  |  |
| 17 from Ahedooop import * |  |  |  |
| 18 import SheathsOOP as Sheaths |  |  |  |
| 19 from EcksteinSputteringOOP import |  |  |  |
| 20 |  |  |  |
| 21 \# Files containing parameter sets |  |  |  |
| 22 import HeliconParSets |  |  |  |
| 23 import SputteringPars |  |  |  |
| 24 20 |  |  |  |
| 25 plt.rcParams["text.usetex"] = True |  |  |  |
| 26 plt.rcParams["font.size"] $=8$ |  |  |  |
| 27 Pr |  |  |  |
|  |  |  |  |
| 29 \# SIMULATION CONTROL |  |  |  |
| 30 \# |  |  |  |
| 31 \# FIXME Selection of specified models |  |  |  |
| 32 |  |  |  |
| 33 \# Helicon Model |  |  |  |
| 34 ThisHeliconModel $=$ HeliconParSet |  |  |  |
| 35 |  |  |  |
| 36 \# Sputtering Model, estimation of threshold energy for compound target |  |  |  |
| 37 ThisSputteringModel = SputteringPars.ArAl203Model |  |  |  |
| 38 \# ThisSputteringModel.E_thr = ThisSputteringModel.ThresholdEnergy () |  |  |  |
| 39 |  |  |  |
| 40 |  |  |  |
| 41 \# Output data file names |  |  |  |
| 42 datafile $=$ "vxcr" |  |  |  |
| 43 sputtfile $=$ "ArAl2O3" |  |  |  |
| 44 |  |  |  |
| 45 \# Selection of plots or actions |  |  |  |
| 46 plot_radial $=1$ |  |  |  |
| 47 plot_radial_nrscan $=0$ |  |  |  |
| 48 plot_axial = 1 |  |  |  |
| 49 plot_axial_nscan $=0$ |  |  |  |
| 50 plot_colormesh $=0$ |  |  |  |
| 51 plot_colormesh_velocity $=0$ |  |  |  |
| 52 plot_sensitivity = 0 |  |  |  |
| 53 plot_simple_plotter $=0$ |  |  |  |
| 54 plot_sputt_normal $=0$ |  |  |  |
| 55 plot_sputt_angular $=0$ |  |  |  |
| 56 plot_sputt_2d $=0$ |  |  |  |
| 57 plot_gudmundsson $=0$ |  |  |  |
| 58 - ${ }^{\text {c }}$ |  |  |  |
| 59 save_radial_nrscan $=0$ |  |  |  |
| 60 save_axial_nscan $=0$ |  |  |  |
| 61 save_sputt_normal $=0$ |  |  |  |
|  |  |  |  |
| 6364 |  |  |  |
|  |  |  |  |  |
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|  |
| :--- | :--- | :--- |
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\# Report result
if Te opt resul
if Te_opt_result.success:
print ('Estimated Te: $\backslash t^{\prime}$, Te_opt_result.x, ' $\mathrm{eV}^{\prime}$ ) ,
print ('Objective function: $\backslash \mathrm{t}$ ', Te _opt_result.fun, $\%^{\prime}$ )
else: print('Objective function:\t', Te_opt_result.fun, ${ }^{\prime}$,
else.
\# ----------------------------
if power_balance_sweep $==1$ :
PB_data $=$ np.zeros (( RF _range.size * mdot_range.size, 5) )
PB_RowCounter $=0$
\# Iterate over mot values
for mdotcounter in range(md
for mdotCounter in range (mdot_range.size)
print ('\nStarting calculations for Pin=', RF _range [RFcounter], ' W; $\backslash \mathrm{tmdot=} \mathrm{\prime}$, mdot_range[mdotCounter], 'kg/s')
\# Update mdot value in Model
ThisHeliconModel.mdot $=$ mdot_range[mdotCounter]
print ('Optimization failed')
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## Original Publications

This Appendix contains the published articles from chapters 3 and 4 in the orginal layout as published by the corresponding peer-reviewed journals.
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#### Abstract

Helicon plasma sources do not require electrodes or grids directly immersed in the plasma, and also present an axial magnetic field confining the plasma discharge. These factors are believed to provide them with long operational lifetimes because of the reduced potential for surface etching. The physics of helicon waves, cylindrical magnetized plasmas, sheaths, and plasma-surface interactions are discussed in the context of this claim. Practical implementation aspects are also reviewed, along with relevant experimental results. It is shown that understanding the distribution of ion density within the source, the presence of induced potentials in its surfaces, and the physics of low-energy sputtering reactions is essential to properly model erosion phenomena within helicons, and consequently predict their performance in practical applications.


Keywords: helicon plasma, surface, erosion, sputtering, interactions

## 1 INTRODUCTION

Helicon plasma sources (HPS) have attracted attention in recent decades because of their ability to produce high-density plasmas at low or moderate power levels and magnetic field intensities. For example, electron densities of more than $10^{12} \mathrm{~cm}^{-3}$ can be produced on helicon plasma sources operating at input power levels of around $1 \mathrm{~kW}_{e}$ [1]. These properties make them suitable for practical applications in several fields. Within the research of plasma-material interactions at fusionrelevant conditions, HPSs have been used as a part of test facilities where candidate wall materials are subjected to the typical operating conditions in projected fusion devices [2, 3], up to heat flux levels exceeding $20 \mathrm{MW} / \mathrm{m}^{2}$ [4]. Helicons have also been used in the plasma-processing of commercial materials and products [5, 6]. Within the field of electric space propulsion, helicon plasma thrusters have been actively developed in recent years [7-11]; helicons are also essential components of more advanced electric propulsion systems such as the VASIMR engine [12]. Figure 1 shows some examples of devices based on helicon plasma sources.

Another key feature of HPSs is that they typically do not have electrodes or cathodes in direct contact with the plasma, but rely instead on external radio frequency (RF) systems to launch and couple the corresponding waves within the medium and excite the discharge. This differs from other common plasma sources such as glow or DC discharges, where the plasma risks contamination from the release of electrode material or the source may fail if this element erodes sufficiently. Avoiding direct contact between the plasma and such elements is particularly useful where a long operating lifetime is desired for the plasma source, either because long duty cycles will be required in the application (as in commercial plasma-processing devices), high power densities are required (as in linear devices used for the research of suitable materials for fusion-relevant conditions), or because these previous conditions combine with the impossibility to access the device in the case of component failure (as in electric space thrusters).


FIGURE 1 |Examples of applications of Helicon Plasma Sources. (A) The Proto-MPEX linear device for the study of plasma-material interactions at fusion-relevant conditions [3]. Courtesy of Oak Ridge National Laboratory, U.S. Dept. of Energy. (B) The VX-CR research helicon plasma source [61]. Courtesy of Ad Astra Rocket Company Costa Rica, Liberia, Costa Rica. (C) The VASIMR VX-200SS high-power propulsion engine [12]. Courtesy of Ad Astra Rocket Company, Webster, TX, United States.

Despite this advantage particular to the discharge excitation mechanism, practical implementations of HPSs do contain other confinement surfaces which are in direct contact with the plasma. The performance of helicon sources depends on the specific properties of these surfaces as well, and their ability to withstand the conditions they are subjected to throughout the operating lifetime of the source. These issues are therefore also important when considering the long-term viability of helicon plasma sources in their intended applications, and are the subject of the present review.

This article is structured as follows. Section 2 discusses the physics behind helicon plasma waves and recent results on the modeling of cylindrical magnetized plasmas. Section 3 then reviews the theory of plasma-surface interactions as it applies to helicon plasma sources. Section 4 describes practical aspects of helicon plasma source design and implementation, as they relate to the plasma-surface interaction phenomena. Finally, section 5 summarizes this review's findings and offers perspectives for the advancement of the research and design of reliable, robust helicon plasma sources with long operational lifespans.

## 2 PHYSICS OF HELICON PLASMA SOURCES

### 2.1 Helicon Plasma Waves

Helicon waves are a category of right-hand polarized (RHP) plasma waves which propagate along DC magnetic fields in bounded systems. They are related to so-called whistler waves, which have been studied in atmospheric physics since the early twentieth century. Whistlers and helicon waves belong to the group of right-hand polarized (RHP) waves propagating parallel to a magnetic field, in the frequency range $\omega_{c i} \ll \omega \ll \omega_{c e}$ (where $\omega_{c i}$ is the ion cyclotron frequency and $\omega_{c e}$ is the electron cyclotron frequency), together with electron cyclotron waves. Figure 2 shows the location of whistlers and helicon plasma waves within a $\omega$ - $k$ diagram representing RHP cold plasma waves.

A historical perspective for the first twenty years of helicon research has been given by Chen and Boswell [13, 14]. The following twenty-year period has been covered in more recent reviews by Chen [15] and Shinohara [1]. Theoretical treatments of the physics behind helicon waves have been produced, among


FIGURE 2 | Location of whistlers and helicon plasma waves, among cold plasma waves propagating parallel to the externally-applied magnetic field.
others, by Klozenberg et al. [16], Chen [17], and Chen and Arnush [18, 19].

A basic dispersion relation can be obtained for helicon plasma waves from simplifying the Appleton-Hartree expression for quasi-longitudinal right-handed cold plasma waves [20, 21], propagating at an angle $\theta$ from an axial, static magnetic field $\mathbf{B}=B_{0} \hat{\mathbf{e}}_{\mathbf{z}}$,

$$
\begin{equation*}
\beta=\frac{\omega}{k} \frac{n_{0} e \mu_{0}}{B_{0}} \tag{1}
\end{equation*}
$$

where $\beta^{2}=k^{2}+k_{\perp}^{2}$ is the total wave number, $k=\beta \cos \theta$ and $k_{\perp}$ are the parallel and perpendicular components of the wave number, and $n_{0}$ is the plasma density. This expression, despite being a simplification, provides an intuitive insight on the relationship between the magnetic field $B_{0}$, the density $n_{0}$, the wave frequency $\omega$, and the wave number $\beta$, and can be used as a starting point when designing or analyzing a HPS.

A more detailed description of helicon waves can be obtained from Maxwell's equations by neglecting ion motions and the displacement current, as originally shown by Klozenberg et al. [16]. When the effects of electron inertia are retained within the analysis $[14,18,22]$ two solutions are obtained for the dispersion relation,

$$
\begin{equation*}
\beta_{1,2}=\frac{k}{2 \delta}\left[1 \mp\left(1-\frac{4 \delta k_{\omega}^{2}}{k^{2}}\right)^{1 / 2}\right] \tag{2}
\end{equation*}
$$

where $\delta=\omega / \omega_{c e}$ is the ratio between the wave frequency and the electron cyclotron frequency $\omega_{c e}=e B_{0} / m_{e}$, and $k_{\omega}^{2}=\omega \omega_{p}^{2} / \omega_{c} c^{2}=$ $\omega n_{0} e \mu_{0} / B_{0} \equiv \alpha k$ is the wavenumber for low-frequency whistler waves along $B_{0}$ in free space, with $\alpha=\beta$ the wave number previously described in Eq. 1. $\omega_{p}$ is the electron plasma
frequency at density $n_{0}$. $\delta$ is neglected when the effects of the electron mass are omitted or for frequencies $\omega \ll \omega_{c e}$.

Eq. 2 describes two solutions for the wave dispersion relation, which can be simplified as shown in Eq. 3.

$$
\beta_{1,2} \approx \frac{k}{2 \delta}\left[1 \mp\left(1-\frac{2 \delta k_{\omega}^{2}}{k^{2}}\right)\right] \approx\left\{\begin{array}{c}
k_{\omega}^{2} / k  \tag{3}\\
k / \delta
\end{array}\right.
$$

Solution $\beta_{1}$ corresponds to the zero electron mass limit, and describes the helicon wave ("H") from Eq. 1. The second solution $\beta_{2}=\beta_{2} \cos \theta \omega_{c e} / \omega$ describes a wave with frequency $\omega=\omega_{c e} \cos \theta$, which is an electron cyclotron wave propagating at an angle to the magnetic field. This is the Trivelpiece-Gould mode ("TG"), first described in bounded systems by Trivelpiece and Gould [23]. The TG mode co-exists with the H mode, and becomes relevant at lower values of $B_{0}$. The TG mode is thought to play a relevant role in the damping mechanism of helicon plasma sources and to contribute to its high ionization efficiency via mode-conversion processes [24].

Eq. 3 describes the dispersion relation for both the H-mode and the TG mode. Expressions for the magnetic and electric fields (B, E) have been derived for different geometries as described in the early works on helicons [16,25] as well as in more recent literature [14, 17, 22]. These expressions depend as well on the boundary conditions chosen for the analysis and on whether these boundaries are modelled as conductors or not [18]. Practical implementations of HPSs are typically linear devices implemented as cylindrical enclosures made of dielectric materials, as will be described in section 4.

The expressions obtained from Eqs. 1, 3, as well as the detailed derivations of the $\mathbf{B}$ and $\mathbf{E}$ fields that can be obtained for a particular configuration and geometry, can be used as an initial approximation to understand the regimes of H and TG modes that can be propagated in a given configuration, and establish a baseline estimation of the expected density distribution in a given HPS device.

One particular advantage of HPSs stemming from the fundamental physics of helicon waves is the ability of these devices to couple RF waves at the core of dense plasmas, enabled by the presence of the axial magnetic field and the propagation of the H -mode. This fact presents an advantage over other types of plasma sources, such as inductively-coupled plasmas (ICPs) where the penetration of RF waves into the plasma is limited by its skin-depth, or electron-cyclotron sources (ECR), where microwaves cannot propagate below the O-mode cutoff frequency (the electron plasma frequency $\omega_{p e}$ ).

An investigation on the mechanisms which enable the initiation of the high-density helicon mode (the H-mode), based on modeling and experimental work, has been carried out by Carter et al. [26], including indirect evidence of the deposition of RF power at the high-density core in a helicon plasma source.

### 2.2 Cylindrical Magnetized Plasmas

Section 2.1 described helicon plasma waves and derived their dispersion relation in various scenarios. The general behavior of magnetized plasmas in cylindrical geometries will now be

TABLE 1 | Relevant models developed for cylindrical magnetized plasmas which are applicable to the study of Helicon Plasma Sources.

| References | Tonks [28] | Ewald et al. [90] | Fruchtman et al. [29] | Sternberg et al. [30] | Ahedo et al. [32] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Dimensionality | 1D | 1D | 2D | 1D | 2D |
| Symmetry | Azimuthal, Longitudinal | Azimuthal, Longitudinal | Azimuthal | Azimuthal, Longitudinal | Azimuthal |
| Electrons | N/A | No | No | No | Yes, except longitudinal |
| Ions | N/A | Yes | Yes | Yes | Yes |
| Quasineutrality Isothermality | Yes | Yes | Yes | Yes | Yes, except within sheath |
| Electrons | Yes | Yes | Yes | Yes | Yes |
| lons | Yes | Yes, $T_{i} \approx T_{n}$ | Yes, $T_{i}=0$ | Yes, $T_{i}=0$ | Yes, $T_{i} \ll T_{e}$ |

analyzed, which is relevant to the characterization of practical HPSs as described in section 4.

The problem of describing the bulk behavior of a plasma discharge has been addressed since the early stages of the development of plasma physics. In the classical paper by Tonks and Langmuir [27], expressions were derived for the distribution of the electric potential in an arc discharge, for various geometries including cylindrical coordinates. Scenarios were analyzed for different regimes of ion collisionality and ionization rates. This work also contains a treatment of the plasma-material boundary at the edge of the plasma discharge, pointing to the discontinuity of the bulk model within the plasma sheath.

In a later paper, Tonks [28] studied the effects of the magnetic field in an arc plasma. One of the cases described was the positive column plasma immersed within a longitudinal magnetic field, the same typical configuration applied nowadays to most helicon plasma sources. A radial model is developed based on classical diffusion theory. More recent models for cylindrical magnetized plasmas have been developed by Fruchtman et al. [29] and Sternberg et al. [30]. These works introduced the use of 2D fluid models in cylindrical coordinates (with the assumption of azimuthal symmetry), the separation of variables in order to decouple the expressions for the radial and axial coordinates, and the analysis of different degrees of magnetization. Differences between these authors rely on the assumptions chosen to simplify their models. The previous works were further adapted and extended by Ahedo et al. [31, 32], who developed a 2D model for cylindrical magnetized plasmas as part of their work on describing the plasma dynamics within helicon plasma thrusters. The properties of these models have been summarized in Table 1.

These descriptions of cylindrical magnetized plasmas can be used to approximate the distribution of key parameters within the discharge, such as the density distribution, the velocity of ions and electrons, and the plasma potential. As an example, the complete model developed by Ahedo et al. [31, 32] is described by a set of four radial equations and five more for the axial dimension. These take as inputs information regarding the ion species taking part in the discharge, collisional rates related to the ionization and interactions between ions, electrons and neutrals, and constant parameters such as the magnitude of the axial magnetic field $B_{0}$ and the isothermal electron temperature $T_{e}$.

The dispersion relations found for helicon plasma waves in section 2.1 can be used to obtain reference values for parameters such as the peak density value in the discharge. This information


FIGURE 3 | Estimation of 2D plasma density distribution in the $V X-C R$ research HPS, obtained through the model developed by Ahedo et al. [31, 32]. Geometry and plasma parameters were obtained from [61, 88, 91]. Density values are normalized with respect to the background neutral Argon density, $n_{n 0} \approx 2 \times 1020 \mathrm{~m}^{-3}$. The VX-CR source is composed of a dielectric ceramic tube with $R=0.045 \mathrm{~m}$ and $L=0.226 \mathrm{~m}$.
can be coupled with the description obtained from a 2 D fluid model in order to project the distribution of plasma density, kinetic energy, and plasma potential throughout the discharge. Understanding the values of these parameters at the boundaries of the system, where the plasma comes into contact with solid materials, is essential to describe the interaction phenomena taking place in this region. Figure 3 shows an example of the models from Refs. [31, 32] being used to estimate the 2D plasma distribution within a particular HPS, the VX-CR device. Data from these models can be used to obtain the plasma conditions at the radial $(r \rightarrow R)$ and axial $(z \rightarrow-L)$ boundaries, which then enable the analysis of the interaction between the plasma discharges and the physical confinement materials.

## 3 PLASMA-SURFACE PHENOMENA IN HPS

Solid materials often constitute the physical boundaries of plasmas, and the interaction between the surface atoms and the bulk plasma


FIGURE 4 |Regions in the transition between the bulk plasma and a surface in contact with a plasma, such as the inner confinement surfaces in a HPS or the surface of an electrostatic probe immersed in the plasma. Graph (A) shows the behavior of the electron and ion density, while graph (B) shows the electric potential. The surface is located at $x=0$. The bulk plasma region is located at $x>$ $x_{p s}$, where the plasma is quasineutral and its potential is the plasma potential $\Phi_{p}$. The presheath is the region $x_{s}<x<x_{p s}$ where both the plasma density and potential decrease gradually as $x \rightarrow x_{s}$. The sheath properly begins at the point $x=$ $x_{s} \approx \lambda_{D e}$, where the ions acquire the Bohm velocity $u_{i}=u_{B}=-\left(k_{B} T_{e} / m_{i}\right)^{1 / 2}$. Quasineutrality is broken, the electron density quickly decreases to zero and the potential drops gradually towards the wall potential $\Phi_{w}$ at $x=0$.
can have a significant effect on the behaviour of the latter. In the case of typical HPSs, the dielectric containment surfaces are the only regions of direct interaction between the plasma and material surfaces. This is a particular advantage over other plasma generation technologies in which electrodes or cathodes have to be immersed within the plasma discharge, as they constitute additional regions of potential failure limiting the operational lifetime of the device. It is therefore relevant to understand the fundamental principles behind the most typical plasma-surface interactions within HPSs, in order to characterize them and to design strategies for their control or mitigation.

### 3.1 Plasma Sheaths

### 3.1.1 DC Sheaths

Sheath is the region near a material boundary in contact with a plasma where the bulk quasineutrality breaks due to the buildup
of charge at the surface. In low-temperature plasmas, such as those typically found in HPSs, the more mobile electrons produce a negative charge at the surface and, therefore, a positive sheath where the ion density is larger than the electron density, $n_{i}>n_{e}$. Sheaths typically have a scale in the order of the Debye length, $\lambda_{D}=\left(\epsilon_{0} T_{e} / e n_{0}\right)^{1 / 2}$. Sheaths have been studied since the early days of plasma physics, with the term originally coined by Irving Langmuir [33].

The process by which the quasineutrality in the bulk plasma transitions into the sheath is gradual, and three distinct regions can be identified as shown in Figure 4. The quasineutral density within the bulk plasma ( $n_{i}=n_{e}=n_{0}$ ) begins to decrease in the vicinity of the boundary, in a region called the pre-sheath where the bulk density and the plasma potential both decrease. The scale of the pre-sheath is of the order of the ion mean free path $\left(\lambda_{i}\right)$. The plasma then enters the sheath proper, at which point the quasineutrality does break and the electron density diminishes at a much faster rate than the ion density. The plasma potential decreases until reaching the wall potential, which is typically lower than the bulk plasma potential.

An important property of the transition from the plasma to the sheath is the Bohm Sheath Criterion, which establishes a condition on the minimum energy of the ions as they enter the sheath. The derivation of this criterion is based upon the assumptions of negligible ionization within the sheath itself, negligible electric field at the plasma edge, Maxwellian electrons with a density given by the Boltzmann relation, and cold ions with constant temperature [34, 35]. Its expression is provided by Eq. 4 and states that the energy of the ions within the sheath is comparable to that of the electrons in the bulk plasma, and that their thermal velocities surpass the Bohm velocity $u_{B}^{2}=\left(k_{B} T_{e}\right) / m_{i}$.

$$
\begin{equation*}
e V_{0} \geq \frac{T_{e}}{2} \Rightarrow v_{i} \geq u_{B} \tag{4}
\end{equation*}
$$

It is possible to find expressions for the potential obtained by the surface wall due to the formation of the sheath. For the case of collisionless sheaths, Eq. 5 describes the wall potential with respect to the plasma potential at the sheath-presheath point of transition for the case of floating surfaces immersed within the plasma [35], a condition typical of certain types of probes as well as the boundary surfaces of HPSs.

$$
\begin{equation*}
\Phi_{w}=-\left(\frac{k_{B} T_{e}}{e}\right) \ln \sqrt{\frac{m_{i}}{2 \pi m_{e}}} \tag{5}
\end{equation*}
$$

This value is directly proportional to the electron temperature, and a constant factor related to the ion/electron mass ratio. It is also possible to obtain expressions for the approximate width of the sheath, as well as expressions for these values when the sheath is collisional or the material surface is biased with a particular voltage [35].

The behavior of the plasma as it enters and traverses the sheath is critical to the understanding of the phenomena occurring at the boundary surfaces, as these depend on the energy of the ions and electrons reaching it.

### 3.1.2 RF or Capacitive Sheaths

In devices where radiofrequency (RF) waves, plasmas, and materials coexist, the RF wave field dominates the formation and properties of the sheath near the boundary surfaces, allowing the appearance of potentials that surpass those typical of DC sheaths dominated by thermal effects. This phenomenon is defined as an RF plasma sheath, and it presents specific implications in the design of capacitive plasma sources, in material processing applications and within RF subsystems in fusion devices. An early treatise on this subject was presented by Butler and Kino [36], and a more recent review on this topic has been presented by Myra [37] with a particular emphasis on magnetically confined fusion systems.

RF sheaths present several features not found in the previously described DC sheaths. Plasmas interact with electrodes driven by oscillating currents $I_{\mathrm{rf}}$, characterized by a frequency $\omega_{\mathrm{rf}}$. The sheaths created in the boundary region between the bulk plasma and these electrodes have a time-varying thickness correlated to the oscillation in the driving electrical parameters. Similar to the DC case, quasineutrality breaks within the sheath with the electron density becoming very low or even negligible. Lieberman and Lichtenberg [35] show simplified models for the case of simple, plane-parallel capacitive discharges, where assumptions help to gain a better understanding on the phenomena involved.

For idealized cases where the driving frequency is larger than the ion plasma frequency, $\omega_{\mathrm{rf}}^{2} \gg \omega_{p i}^{2}$, the ions react to the timeaveraged potentials in the bulk plasma and not to the driving RF frequency. On the other hand, electrons do respond to the driving RF current, given the particular condition $\omega_{p e}^{2} \gg \omega_{\mathrm{rf}}^{2}\left(1+\nu_{m}^{2} / \omega_{\mathrm{rf}}^{2}\right)$, with $\nu_{m}$ being the electron-neutral collision frequency. The current travelling through the RF sheaths is then mostly displacement current produced by the time-varying electric field (given the very low electron density within the sheaths), unlike inside the bulk plasma where electrons react to the RF field and are able to carry the current through conduction. The analysis of an RF sheath depends on several factors, including the geometry of the problem, whether collisions are present within the sheath (when the ion mean free path, $\lambda_{i}$ is smaller than the sheath thickness), and the frequency applied by the RF source. For the very high frequency (VHF) range, high ( $n_{e} \approx$ $10^{17} \mathrm{~m}^{-3}$ ) plasma densities can be achieved with moderate power input, and this has been exploited in commercial devices used for materials processing [22].

In the particular case where $\omega_{\mathrm{rf}}<\omega_{i}$, with $\omega_{i}=2 \pi / \tau_{i}$ and $\tau_{i}$ being the ion transit time through the sheath, the ions within the sheath are able to respond to the time-varying RF field and a low-frequency RF sheath is formed [35]. These differ from the high-frequency case since current conduction through the sheath is dominated by resistive effects and not by the displacement of the time-varying electric potential. Besides, the voltage at the capacitive electrodes becomes rectified within portions of the RF cycle, losing its sinusoidal character. In this low-frequency regime, ions react to the sheath as in the case of a high-voltage DC sheath, and the energy they obtain is a non-linear function of the time-varying voltage within the RF cycle [35].

RF sheaths are relevant to HPSs since they are present in the regions near the conductors of the antenna system used to produce the helicon discharge, where the plasma reacts to the time-varying field of the RF cycle. Despite the advantage presented by the fact that the antenna can be located outside of the discharge chamber, these RF sheaths are able to accelerate ions traversing the RF sheath with energies that can surpass those obtained in the boundary DC sheaths present in other regions within the source. This fact has critical implications for the subsequent analysis of plasma-material interactions within HPSs.

### 3.2 Plasma-Surface Interactions

Plasma-surface interactions (PSIs) or plasma-material interactions (PMIs) comprehend the different phenomena that occur when ions, electrons, and neutrals within a plasma reach a material boundary. These interactions might produce effects on both the plasma itself as well as on the boundary. PSIs are essential in the field of plasma materials processing, and are also critical to the successful development of practical fusion devices $[38,39]$, as most designs include open magnetic flux surfaces where the plasma directly impinges the physical boundaries. They are also crucial in the advancement of electric propulsion technologies, where the lifetime of the thrusters directly depends on the erosion rate of those critical surfaces directly in contact with the plasma discharge or the plume of the thruster [40, 41].

Several processes can occur at the physical boundaries of a helicon plasma. Positive ions traversing the sheath typically become neutralized, in a process that either produces an excited neutral, or a neutral plus the emission of a secondary electron (Auger emission [35]). Secondary electron emission has been found to play a role in the sheath dynamics of certain types of low-energy plasma discharges, such as capacitively-coupled plasmas [42].

Another fundamental process is sputtering, the removal of material from a solid surface material due to the impact of an energetic impinging particle, typically ions in the case of plasma discharges. It is one of the most relevant phenomena occurring at the boundary surfaces of plasma discharges, since it can be responsible for significant erosion of said surfaces if the adequate conditions are met. Figure 5 depicts the basic mechanisms behind the most relevant PSI phenomena encountered in the study of HPSs.

Theoretical treatments of the phenomenon of sputtering are provided by Sigmund [43], Bohdansky [44], Yamamura [45], Eckstein [46], and Behrisch et al. [47]. Most models describe the process as the result of collisional cascades in the surface layer of the target material, in which the momentum of the impacting ion is transferred to an atom in the target material's lattice through elastic collisions. The random arrangement of the position of both particles implies that an oblique collision is likely. The impacted target atom, in turn, collides with other neighboring particles triggering the cascade. With sufficient energy in the original impacting ion, eventually the collisional cascade will provide one of the atoms in the surface layer with an energy level surpassing the surface binding energy of the material [48], and a momentum directed outside of the surface. The atom will then be sputtered from the surface.


FIGURE 5 |Simplified diagram of the plasma-surface interaction phenomena most relevant to the study of HPSs. The plasma sheath region is depicted at the top of the diagram, while the top layers of the plasma-facing surface lattice are represented at its bottom, where the surface atoms are represented by solid circles. (1) represents the impacting ion, approaching the surface at an angle $\theta$ with respect to its normal, and with an energy $E_{0}$. When the ion energy does not surpass the threshold energy for sputtering $E_{0}<E_{t h r}$, the ion may become neutralized by a surface electron releasing a reflected neutral as shown in (2). In some cases, an additional electron may be released [secondary or Auger emission, (3)]. When $E_{0}>E_{t h r}$, collisional cascades within the top surface lattice are sufficient to expel a surface atom and sputtering occurs (4). The sputtered surface atoms might become ionized as they traverse the sheath, in which case they will be accelerated by the sheath potential back towards the surface and redeposition of material may occur (5). If the ion impact energy is sufficiently large, $E_{0} \gg E_{\text {thr }}$, the ions may become neutralized and implanted within the surface lattice (6).

Simulation of the sputtering process based on the first principles from classical mechanics is possible, by using the technique of Molecular Dynamics [49, 50]. Other popular simulation packages are based on the Monte Carlo statistical method, such as TRIM. SP [51] and SRIM [52]. Sputtering yield estimations obtained by the use of these software packages are strongly dependent on the chosen input parameters, and have been shown to differ from experimental values in certain ranges [53].

The fundamental parameter in sputtering models is the sputtering yield, $Y_{\text {sputt, }}$, defined as the number of surface atoms sputtered off the surface per incident impacting ion. $Y_{\text {sputt }}$ is mainly a function of the ion species and surface material, the ion energy, and the angle of incidence between the surface normal and the ion's velocity vector. Below a particular threshold energy level, $E_{t h r}$, ion impacts are not able to sputter surface atoms and $Y_{\text {sputt }}=0$.

Several models have been developed to produce estimations for the sputtering yield, each particular to the species involved in the process, and the angle of incidence and energy $E_{0}$. Lieberman and Lichtenberg [35] report expressions valid for large atomic species within certain boundaries of their atomic number ratio. Eckstein and Preuss [46] proposed the model shown on Eq. 6, which is valid for ions impacting the surface at a normal angle of incidence.

$$
\begin{equation*}
Y\left(E_{0}\right)=q s_{n}^{K r C}\left(E_{0}\right) \frac{\left(\frac{E_{0}}{E_{l t r}}-1\right)^{\mu}}{\lambda+\left(\frac{E_{0}}{E_{l t r}}-1\right)^{\mu}} \tag{6}
\end{equation*}
$$

where the krypton-carbon interaction potential $s_{n}^{K r C}[46,54]$ is used as an adequate mean value for different participating species and describes the nuclear stopping cross section. This parameter is defined as follows,

$$
\begin{equation*}
s_{n}^{K_{r C} C}(\varepsilon)=\frac{0.5 \ln (1+1.2288 \varepsilon)}{\varepsilon+0.1728 \sqrt{\varepsilon}+0.008 \varepsilon^{0.1504}} \tag{7}
\end{equation*}
$$

The reduced energy $\varepsilon$ is obtained as follows,

$$
\begin{equation*}
\varepsilon=E_{0} \frac{M_{t}}{M_{i}+M_{t}} \frac{a_{L}}{Z_{i} Z_{t} e^{2}} \tag{8}
\end{equation*}
$$

where the subindexes $i$ and $t$ are used to describe the atomic numbers $Z$ and atomic masses $M$ of the projectile ion and target surface atoms, respectively. $a_{L}$ is the Lindhard screening length [55],

$$
\begin{equation*}
a_{L}=\left(\frac{9 \pi^{2}}{128}\right)^{1 / 3} a_{B}\left(Z_{i}^{2 / 3}+Z_{t}^{2 / 3}\right)^{-1 / 2} \tag{9}
\end{equation*}
$$

where $a_{B}$ is the Bohr atomic radius.
The remaining free parameters $q$ and $\lambda$ from Eq. 6 can be found in [47] for a variety of impacting ions, target materials, and ion energies.

When ions impact on a boundary surface not in a perpendicular direction, but instead at an angle $\alpha$ with respect to the surface normal, the calculation of the sputtering yield needs to take this geometry into account. Eckstein and Preuss [46] proposed the formula in Eq. 10,

$$
\begin{gather*}
Y\left(E_{0}, \alpha\right)=Y\left(E_{0}, 0\right)\left\{\cos \left[\left(\frac{\alpha}{\alpha_{0}} \frac{\pi}{2}\right)^{c}\right]\right\}^{-f} \\
\quad \exp \left\{b\left(1-\frac{1}{\cos \left[\left(\frac{\alpha}{\alpha_{0}} \frac{\pi}{2}\right)^{c}\right]}\right)\right\} \tag{10}
\end{gather*}
$$

where

$$
\begin{equation*}
\alpha_{0}=\pi-\arccos \sqrt{\frac{1}{1+\left(E_{0} / E_{s p}\right)}} \geq \frac{\pi}{2} \tag{11}
\end{equation*}
$$

$E_{s p}$ is a binding energy characteristic of impacting ions, and $c$ and $f$ are fitting parameters. Behrisch and Eckstein [47] have compiled tables for these formulae for the most common ions and target materials.

For the case of surface materials consisting of alloys or compounds of different elements, the sputtering yield will be different for each different species present in the target surface. For the steady state with a sufficiently high flux of incident ions, the sputtering yields will distribute according to the stochiometric concentration of each species within the target compound. However, this distribution is not kept for small fluences of impinging ions, and the phenomenon of preferential sputtering occurs.

For binary target materials, containing two elemental species $i$ and $j$, the sputter preferentiality $\delta$ can be defined [47] as a ratio of the elemental sputtering yields $Y_{i}, Y_{j}$ and their stochiometric concentrations $c_{i}, c_{j}$,

$$
\begin{equation*}
\delta=\frac{Y_{i}}{Y_{j}} \frac{c_{j}}{c_{i}} \tag{12}
\end{equation*}
$$

$\delta$ can also be estimated as follows,

$$
\begin{equation*}
\delta=\left(\frac{M_{j}}{M_{i}}\right)^{2 m}\left(\frac{U_{j}}{U_{i}}\right)^{1-2 m} \tag{13}
\end{equation*}
$$

where $M_{i}, M_{j}$ are the atomic masses, $U_{i}, U_{j}$ the surface binding energies, and $m$ is a power exponent describing the interaction potential.

When a plasma encounters a solid surface, such as at the boundaries provided by the containment surfaces of a HPS, a sheath will be formed and ions will be accelerated according to the potential present at the wall. If the ions are able to increase their energy beyond the threshold energy $E_{t h r}$, sputtering will occur and the surface will be modified. Combining this information with the density distribution obtained through experimental measurements or simulations, such as the fluid models described in section 2.2, an etch rate or erosion rate can be calculated for the surface. This value can be used to project the behavior of the HPS and establish limits to its useful lifetime in a particular practical application.

In practical applications, the etch rate $E$ of a surface bombarded with energetic ions, measured as a ratio of the etch depth per unit of time, is calculated as a function of the incident ion flux $\Gamma_{i}$, the particular sputtering yield $Y$, and the mass density of the target surface $\rho_{t}$ as shown in Eq. 14,

$$
\begin{equation*}
E=\frac{\Gamma_{i} Y M_{m, t}}{\rho_{t} N_{A}} \tag{14}
\end{equation*}
$$

where $M_{m, t}$ is the molar mass of the target surface and $N_{A}$ is Avogadro's constant. The calculation of the sputtering yield would take into account all the considerations discussed in this section. The incident ion flux $\Gamma_{i}$ is determined by the particular conditions of the plasma discharge near the surface; for example, it can be approximated by applying the Bohm Sheath

Criterion and specifying that $\Gamma_{i}=n_{s} u_{B}$ where $n_{s}$ is the ion density at the entrance of the sheath and $u_{B}$ the ion Bohm velocity.

## 4 RELEVANT ENGINEERING ASPECTS

Figure 6 shows a simplified 2-D cross section of a typical HPS built in a cylindrical geometry (excluding auxiliary vacuum vessels, diagnostics or nozzle elements which may exist in laboratory or thruster applications). A cylindrical dielectric tube is sealed at one of its ends by an endcap or barrier. Neutral gas is fed inside the cylinder from an external source. An axial magnetic field, parallel to the dielectric cylinder axis, is created by using solenoid coils or permanent magnets. An antenna is used to launch the helicon waves into the neutral medium; this antenna is typically placed outside of the exterior surface of the dielectric tube. The open end of the cylinder is commonly attached to an external chamber and a gas extraction system capable of maintaining the vacuum pressure within the source at the required limits. Considerations for the design and implementation of practical HPSs are discussed in detail in [22].

Given the fact that the antenna used to launch the helicon waves can be placed outside the plasma medium, surrounding the external surface of the dielectric cylinder, the plasma-facing surfaces of the endcap, the dielectric cylinder and any other purposely-designed limiter inner walls are the only material boundaries in direct contact with the plasma, and therefore the only ones potentially subject to plasma-material interactions. The axial magnetic field limits the diffusion of particles toward the cylinder's inner surfaces. The upstream section of typical HPSs, shown at the left of Figure 6, will usually contain another boundary surface and is a common location for the injection of the neutral gas required to sustain the plasma discharge. Depending on the specific geometry of a particular device, this section might be located in the vicinity of the helicon antenna or away from it, and the magnetic field might remain parallel to the axis of the source or diverge instead. The density of neutrals is usually higher in this region, promoting more frequent interactions with ions and removing momentum from them, which in turn has an effect on the energy they carry towards the boundary surfaces.

The careful selection of these materials interacting with the plasma discharge, as well as an adequate design of the HPS geometry, magnetic field, and antenna, can reduce the plasma density and particle energies near the inner surfaces of these elements and therefore mitigate their erosion due to material sputtering. This in turn provides HPSs with the potential of long operational lifetimes. This is a critical property in fields such as in-space electric propulsion, where thrusters based on HPSs are among the leading candidate technologies within electrode-less thrusters [56].

### 4.1 Plasma-Facing Materials in HPSs

Materials used for the construction of HPSs must comply with a number of often conflicting properties. RF-transparent materials are commonly used to manufacture the cylindrical tube, allowing for the efficient transmission of the RF waves produced by the


FIGURE 6 | Simplified representation of a typical implementation of a Helicon Plasma Source.
external antenna to the plasma medium. This requires materials with a low dissipation of RF energy, which is usually measured in terms of the loss tangent $(\tan \delta)$. The amount of thermal energy dissipated by the boundary material is directly proportional to this loss tangent parameter, which is in itself proportional to the material temperature [57]. This can potentially create a positive feedback loop of RF energy losses within the boundary material, showing the importance of the material selection in practical HPSs.

From a practical engineering point of view, HPS materials should feature a high thermal conductivity, enabling the distribution and extraction of the heat loads produced by the inherent inefficiencies of the RF transmission and the ionization process within the source. Materials with a high thermal conductivity will allow the heat loads present in the material to spread axially and azimuthally, promoting the creation of a more even temperature distribution and reducing the appearance of thermal hotspots. This in turn contributes to the reduction of the amount of thermal energy dissipated as the RF energy traverses the boundary material. Thermal management of HPSs is a critical issue in practical implementations [58-62] and is essential for the development of high-power systems relying on HPSs, such as the VASIMR engine [63], the ProtoMPEX PMI research device [64], and the PISCES-RF steady-state helicon device [2].

De Faoite et al. [65] compiled a thorough review of the available data on the most relevant thermal and mechanical properties of dielectric technical ceramics commonly used in HPSs, focusing on those aspects relevant to the thermal management issues described above. The materials included in the analysis included alumina, aluminum nitride, berylia, quartz, sialon, and silicon nitride. A later work [66] presents linear regressions of these properties as a function of temperature, where adequate fits were found for some of them while also highlighting the limits of the publicly available data sets.

In order to assess the reliability of these dielectric materials under the boundary conditions present in inner confinement surfaces of HPSs, their sputtering parameters would have to be
evaluated under similar conditions, using the models and techniques discussed in section 3.2. As an example, Figure 7 compiles experimental and simulated data for the sputtering yields of singly charged argon ions impacting some of these dielectric materials commonly used in HPSs, as a function of the impacting ion energy and at normal incidence. These choices are typical for the materials used in the VX-CR research HPS [61].

As an indicative example, erosion phenomena will be estimated for a typical HPS operating with an electron temperature of $T_{e} \approx 5 \mathrm{eV}$ and a density $n \approx 2 \times 10^{18} \mathrm{~m}^{-3}$ in the regions near the surface of a floating dielectric confinement wall [67]. Eq. 5 estimates that the wall potential becomes $\Phi_{w}=-$ 23.5 V. If the ions enter the sheath with negligible kinetic energy, it can be assumed this will be the incident energy at the wall, slightly larger than the corresponding threshold energy for sputtering $E_{t h r} \approx 19 \mathrm{eV}$. If the wall material is alumina, Eq. 6 produces a value of $Y \approx 0.06$ atoms/ion for the case of normal incidence to the surface and Eq. 14 produces an approximate etch rate of $E=17.62 \mathrm{~nm} / \mathrm{s}$. If the wall thickness of this material is $t=$ 2.5 mm , this means it would take $\Delta t=141.9 \times 10^{3} \mathrm{~s}=39.4 \mathrm{~h}$ for the wall to erode (in a scenario where all conditions remain constant). If the confinement surface is made of quartz glass (silicon dioxide), the wall potential $\Phi_{w}$ would be below the threshold energy for sputtering for argon ions impinging on $\mathrm{SiO}_{2}, E_{0}<E_{\text {thr }} \approx 35 \mathrm{eV}$, and no sputtering would occur.

If these conditions exist in the vicinity of the antenna straps of the HPS, where the RF energy is transmitted as a 13.56 MHz signal with a peak-to-peak voltage amplitude of $V_{p p}=1 \mathrm{kV}$ (and therefore a peak voltage of $V_{p}=500 \mathrm{~V}$ ), the methods described by Berisford et al. [68] can be used to estimate an average sputtering rate given the ion energy distribution function for low-frequency RF sheaths [35]. In this particular case, an average sputtering yield of $Y_{\text {avg }}=0.08$ is obtained for the case of Argon ions impacting the alumina surface. The corresponding etch rate would then be $E=23.5 \mathrm{~nm} / \mathrm{s}$, and it would take $\Delta t=$ $106,400 \mathrm{~s}=29.56 \mathrm{~h}$ for the wall to erode. If the material is quartz, the RF sheath would be able to produce sputtering, with an average yield of $Y_{\text {avg }}=0.06$, an etch rate of $E=$


FIGURE $7 \mid$ Sputtering yields for $\mathrm{Ar}^{+}$ions impacting perpendicularly onto some of the compounds commonly used in the construction of HPSs. Experimental data is shown for $\mathrm{SiO}_{2}$ [92-94], $\mathrm{Al}_{2} \mathrm{O}_{3}$ [93], and $\mathrm{Si}_{3} \mathrm{~N}_{4}$ [92]; as well as computational results obtained with the SRIM-2013 package.
$18.85 \mathrm{~nm} / \mathrm{s}$, and the surface would be eroded in $\Delta t=132,600 \mathrm{~s}=$ 36.84 h . These are extremely simplified estimations, where conditions remain constant during the whole process, and no variations in the sputtering yield are introduced due to surface modification or deviations from normal incidence as the surface degrades.

### 4.2 Relevant Experimental Work Regarding PSI Within HPSs

HPSs have been used as part of plasma processing devices since early in their development $[5,10]$ ), generating plasmas with the adequate parameters in order to modify the surfaces of samples or substrates subjected to their discharge. However, few studies have been conducted on the effects of the plasma discharge itself upon the inner confinement surfaces of HPSs.

Among these, Aanesland et al. [69] reported on the effects of an additional, floating copper antenna immersed within the discharge itself. They describe the sputtering of copper atoms from this additional antenna, which are then redeposited on the inner surface of the dielectric discharge tube. At high power levels, they describe how the areas in this dielectric tube located under the straps of the external helicon antenna remain clean due to the re-sputtering of the deposited copper layer. They suggest
this is an effect of the RF sheath created on the plasma-surface boundary, as previously discussed in section 3.1.2.

This same mechanism was observed by Berisford et al. [60], when researching the power distribution and erosion within the dielectric tube of a linear helicon device. These authors developed expressions to estimate the etch rates observed at these regions under the straps of the extenal helicon antenna, modelling the sheath present in these areas as a low-frequency RF scenario (refer to section 3.1.2) and averaging the sputtering yield according to the ion energy distribution throughout the RF cycle [35]. These findings were validated through experimental observations of the actual erosion in the dielectric cylinder used in their experiment. These authors were able to estimate the required particle flux at the regions under the helicon antenna conductor from the measured etch rates, and also by analyzing IR thermal data measured at the same location; both estimations agreed within a factor of two.

Barada et al. [70] investigated this phenomenon more thoroughly, experimentally confirming the existence of an increased negative DC bias under the straps of the external antenna in the inner surfaces of a HPS, and investigating how this wall potential is affected by variations in the helicon discharge parameters. Infra-red (IR) thermography measurements taken on the inner surface of the dielectric
ceramic window of the PISCES-RF device [2] also provided indirect evidence of this phenomena, showing increased values of the plasma heat flux under the straps of the helicon antenna, particularly the conductor connected to the live (non-grounded) terminal of the RF power supply.

The use of Faraday shields has been explored as a means to mitigate the effect of capacitive coupling within inductivelycoupled plasmas (ICPs), and their application to HPSs has been suggested for the same purpose [71]. The Faraday shield has been implemented as a cylindrical jacket made of conducting material, installed between the dielectric plasma confinement surface and the helical antenna used in the ICP reactor [72]. Longitudinal slits have to be cut along this shield, to enable the inductive fields to penetrate the discharge. Specific experiments applying this technique to HPSs have yet to be performed. This method could potentially improve the performance of HPSs by reducing the erosion rate due to capacitive coupling under the antenna straps; however, its effects on other aspects of the source such as thermal management, and discharge efficiency, have to be investigated.

Recent experiments by Beers et al. [73, 74] describe the analysis of the helicon discharge section of the Proto-MPEX device, where they combined a finite-element model describing the helicon discharge, an ad-hoc sheath model, and a transport code in order to analyze the production of impurities due to sputtering at the material boundaries. Their results confirm the experimental findings of Berisford et al. [60] and Barada et al. [70], showing the importance of the electrostatic potentials near the helicon antenna straps as a source of energetic ions impacting the radial boundaries. They also showed the difference between the operation in non-magnetized and magnetized regimes, as was also discussed by Ahedo et al. [32].

The effect of the strength and geometry of the magnetic field on the performance of HPSs has also been researched. The magnetic field has an effect on the density profile within the source. Lafleur et al. [75] show that its intensity affects the peak value of the plasma density in the helicon mode, and they show the existence of optimal configurations for given values of input RF power and magnetic field intensity. The axial magnetic configuration is also able to modify the performance of an HPS. Takahashi et al. [76-78] have described the distribution of momentum transfer between the plasma and different elements of the source, its relationship with the magnetic field configuration, and how it can affect the total thrust of a helicon plasma thruster. These experiments describe how the ions are able to impart an axial momentum to the inner wall of the dielectric confinement material, due to the fact that their velocity vector is not completely normal to the wall surface [78]. This method could be used to indirectly estimate the incident angle with the confinement surface as the ions traverse the sheath, a critical factor in the calculation of the sputtering yield, although it is shown how the radial component is responsible of the energy transfer towards the wall.

The profile of the magnetic field within a HPS can be designed to mitigate the consequences of plasma-wall interactions within the source. Caneses et al. [79] describe experiments where two configurations of the magnetic field within the Proto-MPEX
high-power helicon device were used to demonstrate the usefulness of controlling where the last uninterrupted magnetic flux surface (LUFS) makes contact with the inner confinement surfaces of the source. They relocated this contact point away from the dielectric ceramic window towards a purposely-designed stainless steel cylindrical limiter surface, an element with a function analog to that of divertors in fusion devices. This design change reduced the thermal heat loads under the dielectric window associated with direct impingement of the plasma, since the magnetic geometry maintains the LUFS at a minimum distance of approximately 1 cm away from the boundary surfaces. The plasma density decays rapidly beyond this point, as the magnetic lines intersect the material boundaries more often. This technique of magnetic field shaping allows the Proto-MPEX to reduce the heat loads on the dielectric window, but its effects on the sputtering and erosion related to plasmasurface interaction have not been thoroughly investigated. However, the careful design of magnetic geometries is commonly used for this purpose on electric propulsion devices [80, 81].

Figure 8 summarizes the findings of these experiments with regard to the appearance of sputtering phenomena within the internal dielectric confinement surfaces of HPSs. Region (1) in the figure represents areas within these internal surfaces in direct contact with the plasma, where a sheath forms and the dielectric surface obtains a negative electric potential $\Phi_{w}$ as described by Eq. 5. The positive ions are then accelerated towards the wall with a surface flux determined by the product of the bulk plasma density $n_{0}$ and the Bohm velocity $u_{B}$ they obtain when entering the sheath. The effect of the impinging ions on the dielectric surface can then be analyzed according to the sputtering models discussed in subsection 3.2, and effective surface etch rates may be computed. Region (2) in Figure 8 describes the particular phenomena observed by Berisford et al. [60], Aanesland et al. [69], Barada et al. [70], and Beers et al. [73, 74], where the creation of RF sheaths on the internal surfaces directly under the helical antenna straps may create the conditions for high-voltage DC sheaths in the negative part of the cycle. In this scenario, average sputtering yields can be computed through the ion energy distribution within the negative portion of the RF cycle [35], and hence etch rates can be computed as well.

## 5 SUMMARY AND CONCLUSION

Helicon plasma sources (HPSs) hold great potential for the development of efficient, high-density plasma sources. One of their widely quoted advantages is the absence of cathodes or electrodes directly in contact with the plasma discharge. This fact limits any plasma-surface interactions to the inner surfaces of the dielectric confinement surfaces, where the diffusion of the plasma is limited by the action and geometry of the axial magnetic field, thus reducing the expected material erosion rates and providing these devices with a potentially long operational lifetime. This proposed advantage of HPSs, among others, is still the subject of debate [82, 83].


FIGURE 8 | Representation of the two main sputtering regimes present in helicon plasma sources, as previously reported in literature. (1) shows the conditions present at the boundary between the bulk plasma, with density $n_{0}$, and the internal dielectric boundaries within an HPS. Parameters such as this density and the electron temperature $T_{e}$ define the conditions present within the plasma sheath, which accelerate the positive ions towards the wall through the plasma-wall potential $\Delta \Phi_{p-w}[35]$. If the energy obtained by the ions at the material boundary surpasses the threshold energy $E_{t h r}$, sputtering will then occur. (2) describes the situation particular to the areas under the antenna straps, which may be subjected to high capacitive voltages driven by the external RF subsystem [60, 70, 73]. Given sufficiently large voltages, the negative part of the antenna's RF cycle will accelerate the ions towards the surface with enough time to traverse the sheath, essentially behaving as a high-voltage DC sheath [60]. Once again, if the energy obtained by the ions surpasses the threshold limit, sputtering will occur.

The present review summarized the theory describing these interactions, beginning with the physics of helicon waves and cylindrical magnetized plasmas (section 2), followed by a description of the most relevant plasma-surface interaction phenomena within HPSs (section 3). Practical implementation aspects and relevant experimental results were presented in section 4.

Current research results point towards the existence of two main modes of plasma-surface interaction within HPSs. The first one is the diffusion of plasma towards the inner surfaces of these material boundaries, where the ions are then accelerated through DC sheaths and sputtering may occur if they are able to become energized above the corresponding threshold energy level. The eventual etch rate experienced by particular devices will depend on the plasma parameters near the boundaries, the species present in the plasma and the wall material, and the geometry of the magnetic field at each region. The second mode of interaction appears in the regions of the helicon dielectric window directly under the conductor straps of the antenna, where capacitive RF sheaths are created and accelerate the ions. Direct (profilometry and surface analysis) and indirect (IR thermography) evidence has confirmed the existence of this phenomenon, and it has also been investigated through modeling and simulations. Experimental results suggest that these RF sheaths appearing under the helicon antenna straps are responsible for the appearance of thermal hot spots and regions of concentrated erosion patterns in the inner surface of the dielectric windows of HPSs.

Despite recent advances in the description and understanding of these plasma-material interactions within helicon plasma sources, several topics are still open for research and experimentation. Current modeling efforts integrate different specific tools to simulate the interactions between the plasma discharge, the transport and diffusion of the plasma species throughout the simulation domain, the creation of DC and RF sheaths, and the interaction phenomena occurring at the material boundaries. As usual within the simulation of plasma phenomena, varying timescales, lengths and energy levels are
involved. Integrated simulation efforts for the specific purpose of studying sputtering and impurity transport within HPSs are recent, and they could benefit from the development of purposely-designed integrated simulation tools for this task.

Specific models for sputtering phenomena on the dielectric ceramics commonly used in HPSs should be developed and validated through experimentation. Additionally, the interaction between the sputtered species, the original plasma, external impurities, and the boundary surfaces, including the formation of new compounds and molecules, appears to be a topic of relevance, as shown in the results obtained in the ProtoMPEX device [74] where these relationships were taken into account to better explain the observed experimental results.

The magnetic field geometry can be designed in order to displace the contact points between the plasma and its boundary surfaces and also to create a separation between the magnetic flux surface enveloping the plasma and the confinement materials. This strategy appears to have a potential effect in reducing the erosion phenomena within the HPS, as suggested by the effect it has shown in modifying and reducing the heat flux distribution in the Proto-MPEX experiment [79]. Yet this claim has not been thoroughly investigated. This experiment also demonstrated how cylindrical liners can be placed at the locations where the plasma does contact the boundary surfaces; when this occurs outside of the section where the helicon antenna is located, the requirement for an RF-transparent dielectric window can be removed and other materials with lower sputtering yields can be selected. However, the exact interactions between these liner materials, the plasma, and the sputtered impurities have to be investigated. This technique could offer some critical advantages for the creation of impurity-free plasmas in high-power helicon devices used to research fusion-relevant material interactions; however, they might introduce new unwanted issues in other applications where the physical lifetime of the hardware is the priority, such as in electric propulsion devices.

From an experimental perspective, the diagnostics able to measure the above-mentioned parameters can be improved. Given the linear nature of most helicon devices, access to the
critical regions near the dielectric ceramic window and the RF antenna region is complex. High power density devices, such as the Proto-MPEX and Pisces-RF devices, or the VASIMR VX200SS engine, create a hostile environment for most physical probes. Measurements have been done of the inner wall potential [70], the radial heat flux, and the UV radiation [60], yet these experiments were not conducted inside high-power, steady-state devices.

Measurements of the effects of sputtering within the inner surface of helicon confinement surfaces have been studied through profilometry [60] and x-ray photoelectron spectroscopy [74]. Extensive experience in this particular field has been obtained in the simulation and execution of longduration experimental runs of electric propulsion devices [40, 84-86], but not in those which employ HPSs. Diagnostics such as optical profilometry [87] and coordinate-measuring machines [88] could also be applied to HPSs, particularly for the measurement of surface erosion after long-duration tests in high-power devices.

The engineering problem of managing the heat fluxes transferred by the plasma onto the inner confinement surfaces of HPSs is partially related to the plasma-surface interaction issues discussed throughout this review, since the direct impingement of energetic ions onto these surfaces is one of the mechanisms of heat transfer present in the sources. Some mitigation techniques previously discussed, such as shaping the magnetic field to control the points of direct contact between the plasma and these inner surfaces, can be applied to both phenomena. The role of the temperature on the erosion rate of these surfaces in contact with the plasma has not been investigated in the particular case of HPSs. The formation of nanostructures has been studied in the case of candidate materials for the divertors of projected fusion devices [89]; similar conditions might be achievable in high-power HPSs operating at steady-state for long periods of time, and whether these phenomena affect the sputtering of these inner confinement surfaces remains to be investigated.

The physics concepts presented here can be combined to establish a framework for analyzing the impact of plasma-
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#### Abstract

Helicon plasma sources produce high-density discharges without the need of electrodes in direct contact with the plasma, which is thought to provide them with long operational lifetimes. An explicit steady-state analytical model is described with the capability of depicting the 2D plasma density distribution, the sheath potentials and the estimated sputtering and etch rates along the plasma-facing components of the source. The individual constituting submodels are fitted against available experimental data, and the model is used to predict erosion rates within the $\mathrm{VX}-\mathrm{CR}$ research helicon plasma source. Erosion within these components is dependent on the value of plasma density along the boundaries, the electron temperature and the particular ion-target material combination. The highest erosion rates are found along the upstream system boundary, followed by the regions near the helicon antenna straps where a capacitive RF sheath is formed. The assumptions and limitations of the model are discussed, and future improvements are proposed.
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## 1 Introduction

The use of helicon plasma sources (HPSs) [1] within different research and practical applications has gained traction because of their ability to produce high-density plasmas at low power levels and magnetic field intensities, and their capability to dissipate energy into the plasma deeper than other technologies such as capacitively-coupled (CC) or inductively-coupled (IC) discharges. Helicon sources have found usage within the materials processing industry, in electric propulsion devices, as ion sources for fusion systems, and within facilities researching the interactions between plasmas and materials at fusion-relevant conditions.

One of the claimed advantages of HPSs is the fact that the discharge is driven by radiofrequency (RF) waves emitted from an external helical antenna which does not contact the plasma directly, thereby discarding any damage to it as a potential failure mode. The erosion of electrodes and grids facing the plasma discharge is one of the key lifetime-limiting factors in practical devices relying on other plasma-generation techniques, and HPSs are therefore expected to exhibit long-lasting operational regimes. The presence of axial magnetic fields within HPSs also contributes to confine the plasma and reduce its diffusion towards the material boundaries. However, the erosion of these internal plasma-facing components due to the contact with the discharge has not been widely investigated in order to accurately estimate its effects. As these sources find their way into ever larger and more powerful devices, clearly understanding their limitations becomes key to the engineering of reliable and robust devices.

In a previous paper [2], we have contributed a review of this topic and the different phenomena involved in its analysis, and described past published work addressing erosion phenomena within HPS. Among those, Berisford et al. [3] conducted experimental measurements of the etching phenomena on the inside of a quartz tube used as dielectric boundary in a helicon source. They identified the voltages induced by the helicon antenna on the inner surface of the HPS dielectric cylindrical boundary as a key erosion mechanism, and correlated their predictions with experimental measurements to within an order of magnitude. Their work relied on simplified formulas for the sputtering of elemental targets by energetic ions and lowfrequency RF sheaths, adapted for their particular HPS. Barada et al. [4] and Thakur et al. [5] also confirmed the relevance of this capacitive coupling phenomena in the regions near the location of the antenna straps. Recent work by Beers et al. $[6,7]$ developed a combined model integrating a finite-element simulation of the RF discharge, an ad-hoc sheath model and a transport code to estimate erosion and deposition rates in high-power deuterium discharges from the Proto-MPEX experiment, which were then compared to experimental measurements. Their approach to sputtering simplified the actual aluminum nitride (AlN) boundaries as pure aluminum, given their observations of aluminum enrichment in the surface after experimental runs. Their simulation provides an accurate and detailed prediction of sheath potentials, sputtering and deposition phenomena, and impurity transport within the HPS; its disadvantage is the complexity involved in the convergence of discrete 3D codes.

In the present work, we describe the development and validation of a modeling tool for the estimation of sputtering and etch rates within the plasma-facing components of a HPS. It combines individual analytical modules for analyzing the 2D distribution of plasma density within the source, the voltages produced by the sheaths in different regimes, and the sputtering phenomena and associated etching. The 2D plasma description and the sheath models adapt fluid-dynamic models previously
published in the literature, while the sputtering package is also based on adapted empirical expressions developed to match available experimental data. The sputtering model was extended to provide the ability of simulating compound target materials. The combined model aims to simplify the estimation of average and peak erosion rates within HPSs, with the goal of providing a flexible tool that can be used to predict the performance of a particular device, to develop general erosion mitigation techniques for HPSs in general, and for the engineering analysis of practical helicon implementations.

This paper is organized as follows. Section 2 describes the individual components which form part of the simulation package. Section 3 describes the validation of each individual submodel against publicly-available experimental data sets; as well as the application of the combined tool to a particular HPS, the VX-CR device at Ad Astra Rocket Company Costa Rica. Section 4 analyzes these results and discusses the assumptions and limitations underlying the model, and section 5 summarizes the main findings of this work.

## 2 Mathematical models

This section describes the first-principle models underlying the implementation of the analysis tools developed for the investigation of erosion phenomena within helicon plasma sources.

Figure 1A) presents an idealized diagram of a helicon plasma source (HPS), showing its main components in a typical cylindrical configuration, as well as the coordinate system defining the simulation domain. Figure 1B), reproduced from [2], describes the two main modes of erosion phenomena within the plasma-facing components of HPSs, as described in the literature.

The models presented in the following subsections are independent of the particular ion species present in the plasma, although they do assume the discharge is produced with a single gas (not a mixture of gasees), which is singlyionized (a typical case in most low-temperature helicon sources).

### 2.1 Dispersion relation for helicon waves

Helicon waves fall into the category of right-hand polarized (RHP) plasma waves, which propagate along constant magnetic fields in bounded systems. They are related to atmospheric whistler waves, and typically appear in the frequency range $\omega_{c i} \ll \omega \ll \omega_{c e}$, where $\omega$ is the excitation frequency and $\omega_{c i}$ and $\omega_{c e}$ are, respectively, the ion and electron cyclotron frequencies for the given configuration.

A description of the relation dispersion describing helicon plasma waves can be obtained from Maxwell's equations, applying the cold plasma approximation (non-thermal ions)


FIGURE 1
(A) A simplified diagram of a Helicon Plasma Source (HPS). (B) A representation of the main mechanisms of erosion present in Helicon Plasma Sources, reproduced from [2]. Region (1) describes the acceleration of ions towards the inner confinement surfaces due to the DC sheath and the floating negative potential present at the surface. Region (2) describes the acceleration of the ions due to the present of an external source of RF excitation, such as the terminals of the antenna used to excite the plasma discharge.
and neglecting the displacement current, as shown in detail by Chen and Arnush [8-10].

When electron inertia is retained in the derivation, the total wave number $\beta$ of the wave is defined by

$$
\beta_{1,2}=\frac{k}{2 \delta}\left[1 \mp\left(1-\frac{4 \delta k_{\omega}^{2}}{k^{2}}\right)^{1 / 2}\right] \approx \frac{k_{\|}}{2 \delta}\left[1 \mp\left(1-\frac{2 \delta k_{\omega}^{2}}{k_{\|}^{2}}\right)\right] \approx\left\{\begin{array}{c}
k_{\omega}^{2} / k_{\|}  \tag{1}\\
k_{\|} / \delta
\end{array}\right.
$$

where $\theta$ is the angle of propagation of the wave with respect to the constant, axial magnetic field $\mathbf{B}=B_{0} \hat{\mathbf{e}}_{\mathbf{z}}$, with components parallel and perpendicular to $\mathbf{B}: \beta^{2}=k_{\|}^{2}+k_{\perp}^{2}$, where $k_{\|}=\beta \cos \theta$ and $k_{\perp}=\beta \sin \theta$. The ratio $\delta=\omega / \omega_{c e}$ is the ratio between the wave frequency and the electron cyclotron frequency $\omega_{c e}=e B_{0} / m_{e}$, and $k_{\omega}^{2}=\omega \omega_{p}^{2} / \omega_{c e} c^{2}=\omega n_{0} e \mu_{0} / B_{0} \equiv \beta k_{\|}$is the wavenumber for lowfrequency whistler waves along $B_{0}$ in free space.

The first solution to Eq. $1, \beta_{1}$, corresponds to the helicon or $H$ mode obtained in the zero electron mass limit, when electron inertia is neglected. Solution $\beta_{2}$ corresponds to the TrivelpieceGould or $T G$ mode, an electron cyclotron wave propagating at an angle to the magnetic field and a relevant damping mechanism in helicon plasma sources, particularly at low values of $B_{0}$.

The expression for the $H$ mode $\beta_{1}$ can be expanded as

$$
\begin{equation*}
\beta_{1}=\frac{\omega}{k_{\|}} \frac{n_{0} e \mu_{0}}{B_{0}}=\frac{\omega}{\beta_{1} \cos \theta} \frac{n_{0} e \mu_{0}}{B_{0}} \tag{2}
\end{equation*}
$$

where $n_{0}$ corresponds to the electron density of the plasma where the wave is propagating, with $e$ the electron charge and $\mu_{0}$ the permeability of free space.

The previous equation provides a means to estimate the maximum value of the expected plasma density for a given helicon device as a function of the axial magnetic field intensity $B_{0}$, for given values of the excitation frequency $\omega$, the parallel wave number $k_{\|}$and the angle $\theta$ between the wave propagation vector and $B_{0}$. These last parameters can be determined through the source's RF subsystem and the antenna geometry.

For the typical scenario of a helicon plasma source of cylindrical geometry of radius $R$ and exciting mode $m=1$, the previous equation can be simplified $[8,11]$ to

$$
\begin{equation*}
n_{0}=\left(\frac{p_{0} k_{\|}}{R \omega e \mu_{0}}\right) B_{0} \tag{3}
\end{equation*}
$$

where $p_{0}$ is the lowest root of the Bessel function of the first kind and order $0\left(J_{1}\left(p_{0}\right)=0\right.$, with $\left.p_{0} \approx 3.83\right)$.

The actual distribution of plasma density within practical helicon plasma sources is seldom uniform, yet this expression enables the estimation of a reference value for the expected peak plasma density, which can be used with the subsequent models when describing the variation in all relevant plasma parameters.

### 2.2 2D fluid description of cylindrical magnetized plasmas in steady-state

The description of the plasma behavior within a helicon plasma source is provided by a 2D, two-fluid description of cylindrical plasmas in the presence of an axial magnetic field using the cylindrical coordinate set $(r, \theta, z)$. The chosen model is an implementation of the asymptotic magnetized regime proposed by Ahedo and Navarro-Cavallé [12], which describes a quasineutral, isothermal plasma with azimuthal symmetry and where the ion temperature is much lower than the electron temperature, $T_{i} \ll T_{e}$. The model is based in a series of assumptions and simplifications, including: steady-state, azimuthal symmetry, cold neutrals whose velocity $u_{n}$ and density distribution $n_{n}$ only depend on the axial position, longitudinal ambipolarity where the axial and radial velocities of ions and electrons are constant $\left(u_{i z}=u_{e z}\right.$ and $\left.u_{i r}=u_{e r}\right)$ and the ion azimuthal velocity is negligible $u_{i \theta} \ll u_{e \theta}=u_{\theta}$, among others chosen by the authors.

The model is described by a set of radial and axial equations. The radial submodel describes the behavior of the plasma at a given axial location $z$. The ratio between the plasma density $n_{r}$ and its value at the cylinder axis $n_{r}(z, 0)$ can be described by the expression

$$
\begin{equation*}
\frac{n_{r}(z, r)}{n_{r}(z, 0)}=J_{0}\left(a_{0} \frac{r}{R}\right) \tag{4}
\end{equation*}
$$

where $r$ is the radial coordinate, $R$ is the maximum radius of the cylindrical plasma discharge, $n_{r}$ is the quasineutral plasma density, $J_{0}$ is the Bessel function of the first kind of order 0 and $a_{0}$ $\approx 2.405$ is the first zero of $J_{0}$.

The radial component of the ion and electron velocity $u_{r}$ is normalized by the ion sound speed $c_{s}=\sqrt{e T_{e} / m_{i}}$ and can be expressed as

$$
\begin{equation*}
\frac{u_{r}}{c_{s}}=a_{0}\left(\frac{v_{e} \omega_{r}}{\omega_{l h}^{2}}\right)\left[\frac{J_{1}\left(a_{0} r / R\right)}{J_{0}\left(a_{0} r / R\right)}\right] \tag{5}
\end{equation*}
$$

where the term $\nu_{e}=\nu_{e n}+\nu_{e i}+\nu_{i o n}$ is a linear combination of the electron-neutral $\nu_{e n}$ and electron-ion $\nu_{e i}$ collision frequencies as well as the ionization frequency $v_{i o n}, \omega_{r}=c_{s} / R$ is the radial transit frequency; $\omega_{l h}=e B_{0} / \sqrt{m_{e} m_{i}}$ is the lower-hybrid frequency and $J_{1}$ is the Bessel function of the first kind of
order 1. The collision rates composing the term $\nu_{e}$ can be approximated as a function of $T_{e}$, as described in [12].

The electron azimuthal velocity $u_{\theta}$ is normalized by the electron thermal velocity $c_{e}=\sqrt{e T_{e} / m_{e}}$ and is described by the expression

$$
\begin{equation*}
\frac{u_{\theta}}{c_{e}}=\left(u_{r} / c_{s}\right)\left(\omega_{l h} / \nu_{e}\right) \tag{6}
\end{equation*}
$$

Boundary conditions for the radial model preclude null plasma velocities and plasma potential $u_{r}=u_{\theta}=\phi_{p}=0$, and a known plasma density $n(z, r)=n(0, r)$ at the cylinder axis $r=0$. At the $r=R$ physical boundary, the Bohm sheath criterion states that $u_{r}(z, R)=c_{s}$.

The axial submodel describes the plasma parameters at the $r=0$ coordinate as a function of the axial coordinate $z$. For the limit of large $T_{e}$, large $B_{0}$ and with ideal plasma recombination at the system physical boundaries (producing neutrals with the same axial velocity $u_{n}$ ), the ideal asymptotic model from Ahedo et al. [12] can be applied.

The axial neutral velocity $u_{n}$ remains constant throughout the source,

$$
\begin{equation*}
u_{n}=u_{n 0} \tag{7}
\end{equation*}
$$

The axial velocity of both ions and electrons, $u_{z}$, is normalized by the ion sound velocity $c_{s}$ and defined in terms of the auxiliary variable $\xi$ as follows

$$
\begin{equation*}
u_{z} / c_{s}=\tan \xi \tag{8}
\end{equation*}
$$

The plasma density $n$ is described by the following expression

$$
\begin{equation*}
n / n_{0}=2 \eta_{u} \cos ^{2} \xi \tag{9}
\end{equation*}
$$

where $n_{0}=g_{0} / c_{s}$ is a reference plasma density, $g_{0}$ is the axial flow of heavy species (ions + neutrals) at the upstream boundary of the source $g_{0}=\dot{m} /\left(m_{i} \pi R^{2}\right), \dot{m}$ is the input mass flow to the system, and $m_{i}$ is the mass of the ions. The parameter $\eta_{u}=n_{z=0} / n_{0}$ is the propellant utilization defined as the ratio between the plasma density at the downstream open boundary of the system, $n_{z=0}$, and $n_{0}$.

The axial neutral density $n_{n}$ is defined as

$$
\begin{equation*}
n_{n} / n_{n 0}=1-\eta_{u} \sin 2 \xi \tag{10}
\end{equation*}
$$

where $n_{n} 0=g_{0} / u_{n 0}$ is a reference neutral density.
The axial variation of the auxiliary variable $\xi$ is defined implicitly by the integral expression

$$
\begin{equation*}
\frac{z+L}{L_{\star}}=\int_{-\pi / 4}^{\xi} \frac{1-\tan ^{2} \xi^{\prime}}{1-\eta_{u} \sin 2 \xi^{\prime}} d \xi^{\prime} \tag{11}
\end{equation*}
$$

where $L$ is the axial length of the simulation space, $L_{\star}=c_{s} /$ $\left(R_{i o n} n_{n 0}\right)$ is an effective ionization mean free path, and $R_{i o n}$ is the ionization collision rate. An expressions for $R_{i o n}$ as a function of $T_{e}$ is provided in [12].

The boundary conditions for the axial model include the given known values for the following parameters at both the upstream boundary $z=-L$ and the downstream exit plane $z=0$ : a given value for the flow of neutrals into the system, $g_{0}$; the reference neutral axial velocity $u_{n}(r,-L)=u_{n 0}$; and the plasma velocity equal to the Bohm velocity at both the upstream and downstream axial boundaries, $u_{z}(r,-L)=-c_{s}$ and $u_{z}(r, 0)=c_{s}$. Setting $z=0$ and $\xi=\pi / 4$ in Eq. 11 defines the propellant utilization $\eta_{u}$ as an implicit function of the ratio $L / L_{\star}$.

### 2.3 Sheath models

In the region where the plasma contacts a physical material boundary, the quasineutrality of the bulk discharges is broken due to the buildup of charge at the surface. This region is called a sheath, and its properties depend on both the parameters of the plasma as well as the material surface. The scale of the sheath is in the order of the Debye length, $\lambda_{D}=\left(\epsilon_{0} T_{e} / e n_{0}\right)^{1 / 2}$, and is typically much smaller than the characteristic dimensions of practical laboratory plasmas.

The transition between the bulk plasma and the material surface occurs through different regions or regimes. Prior to the actual sheath, the pre-sheath is located, where the plasma density and potential decrease but quasineutrality is still preserved. At the point where the sheath begins, the Bohm sheath criterion must be met, $u_{i} \geq c_{s}$. Within the sheath, quasineutrality breaks and the electron density decreases rapidly towards zero. The potential at the material wall $\Phi_{w}$ is therefore lower than the bulk plasma.

For the case of a floating dielectric material immersed into the plasma, the potential obtained at the wall can be described [13] as

$$
\begin{equation*}
\Phi_{w}=-T_{e} \ln \sqrt{\frac{m_{i}}{2 \pi m_{e}}} \tag{12}
\end{equation*}
$$

It is a function of constant properties of the plasma species (the ion and electron masses, $m_{i}$ and $m_{e}$ ), and the electron temperature $T_{e}$ expressed in units of electric potential. Under the assumption that $T_{i} \approx 0$, ions entering the sheath will be accelerated towards the wall due to the potential difference $\Phi_{p}$ $\Phi_{w}$, where $\Phi_{p}$ is the plasma potential.

Other conditions could be present in the boundary material, such as grounded or biased surfaces at a potential $\Phi_{\text {bias }}$, in which case the analysis would need to take into account the effect of the potential difference $\Phi_{p}-\Phi_{\text {bias }}$ in the acceleration of the ions.

For the case where radiofrequency (RF) waves are present near the interface of plasmas and materials, such as near the location of the antenna straps providing the excitation source in helicon plasma sources, an RF plasma sheath is created. When the driving RF frequencies are sufficiently high $\left(\omega_{r f} \gg \omega_{p i}\right.$, with $\omega_{p i}^{2}=$ $\left(e^{2} n_{0}\right) /\left(\epsilon_{0} m_{i}\right)$ the ion plasma frequency), the ions are able to respond only to the time-averaged variations in the DC plasma
potentials and not the instantaneous RF wave. The electrons in the bulk plasma are able to react to the RF wave potentials, yet most of the current in the sheath is displacement current, given its low electron density.

When the frequency of the RF wave is low enough, ions are able to respond to the RF wave and a low frequency sheath is formed. This condition requires that $\omega \ll \omega_{i}=\pi \omega_{p i}\left(2 T_{e} / V_{0}\right)^{1 / 4}$, with $V_{0}$ the transient voltage of the RF wave [13]. During the RF cycle, the ions will be accelerated towards the surface due to the time-varying potential.

The ion energy distribution function $g_{i}(E)$ for a lowfrequency RF sheath [13] is given by the expression

$$
g_{i}(E)= \begin{cases}\frac{1}{\pi}\left[V_{r f}^{2}-\left(V_{\text {bias }}-E\right)^{2}\right]^{-1 / 2} & E \neq V_{\text {bias }}  \tag{13}\\ \frac{1}{2 \pi}\left[\pi-2 \sin ^{-1}\left(V_{\text {bias }} / V_{r f}\right)\right] & E=V_{\text {bias }}\end{cases}
$$

where $V_{r f}$ is the peak voltage amplitude of the RF wave, $V_{b i a s}$ is any DC bias voltage applied to the surface, and $E$ is the instantaneous voltage of the RF field. The distribution has a different expression for the case $E=V_{\text {bias }}$, to take into account the rectifying effect of the low-frequency sheath.

### 2.4 Sputtering phenomena

Plasma-surface interactions include all the phenomena that appear at the intersection between plasmas and a material boundary. Among those, sputtering is of significant interest to the fields of materials processing, fusion engineering and electric space propulsion. Sputtering is the removal of material from a solid surface due to the impact of energetic particles, and it plays a fundamental role in determining the lifetime of practical devices.

Sputtering depends on several parameters, including the properties of the impinging particles, the composition of the target material surface and the geometry of the impact. A simplified model for the geometry of the sputtering process [2] describes the incoming ion being accelerated by the potential drop on the sheath to an energy $E_{0}$ until it impacts the surface with an angle $\theta$ with respect to the surface normal. If the energy surpasses a threshold level for the occurrence of sputtering, $E_{0}>E_{t h r}$ a cascade of collisions within the target material will be able to provide sufficient momentum to one or several particles in the top layer of the target material, and allow them to overcome the surface binding energy $E_{s b}$ and leave the surface.

Sputtering is described by the sputtering yield $Y$, defined as the number of surface particles sputtered from the target material surface per incoming ion. It depends on the properties of the impacting ion and the target material, the energy of the ion and the angle of incidence. Several models have been developed for the estimation of actual sputtering yields; the model chosen for this study is the one published by Eckstein and Preuss [14], which improves upon earlier work.

The sputtering yield $Y$ when ions impact a surface at normal incidence $(\theta=0)$ is obtained with the expression

$$
\begin{equation*}
Y\left(E_{0}\right)=q s_{n}^{K r C}\left(E_{0}\right) \frac{\left(\frac{E_{0}}{E_{t h r}}-1\right)^{\mu}}{\lambda+\left(\frac{E_{0}}{E_{t h r}}-1\right)^{\mu}} . \tag{14}
\end{equation*}
$$

It depends on three free parameters $(q, \lambda$ and $\mu)$ used to fit the model to experimental data. Behrisch and Eckstein [15] have tabulated these parameters for a significant selection of sputtering scenarios involving monoatomic elemental targets. The term $s_{n}^{K r C}$ is the krypton-carbon interaction potential,

$$
\begin{equation*}
s_{n}^{K r C}(\varepsilon)=\frac{0.5 \ln (1+1.2288 \varepsilon)}{\varepsilon+0.1728 \sqrt{\varepsilon}+0.008 \varepsilon^{0.1504}} \tag{15}
\end{equation*}
$$

which is used as an adequate mean value to describe the nuclear stopping cross section for the problem, for any combination of ion species and target materials (not necessarily involving carbon or krypton). The term $\varepsilon$ is the reduced potential, which is calculated as

$$
\begin{equation*}
\varepsilon=E_{0} \frac{M_{t}}{M_{i}+M_{t}} \frac{a_{L}}{Z_{i} Z_{t} e^{2}} \tag{16}
\end{equation*}
$$

and depends on the parameter $a_{L}$, the Lindhard screening length,

$$
\begin{equation*}
a_{L}=\left(\frac{9 \pi^{2}}{128}\right)^{1 / 3} a_{B}\left(Z_{i o n}^{2 / 3}+Z_{t a r}^{2 / 3}\right)^{-1 / 2} \tag{17}
\end{equation*}
$$

where $a_{B}$ is the Bohr atomic radius.
When the ion impact occurs at an angle, $0<\theta \leq \pi / 2$, $Y$ can be described by the expression

$$
\begin{equation*}
Y\left(E_{0}, \theta\right)=Y\left(E_{0}, 0\right)\left\{\cos \left[\left(\frac{\theta}{\theta_{0}} \frac{\pi}{2}\right)^{c}\right]\right\}^{-f} \exp \left\{b\left(1-\frac{1}{\cos \left[\left(\frac{\theta}{\theta_{0}} \frac{\pi}{2}\right)^{c}\right]}\right)\right\} \tag{18}
\end{equation*}
$$

It depends on the parameters $b, c$ and $f$, which have also been tabulated in [15] for a variety of common scenarios.

The parameter $\theta_{0}$ is calculated according to the expression

$$
\begin{equation*}
\theta_{0}=\pi-\arccos \sqrt{\frac{1}{1+\left(E_{0} / E_{s p}\right)}} \geq \frac{\pi}{2} \tag{19}
\end{equation*}
$$

where $E_{s p}$ corresponds to the surface binding energy of the impacting ions; it is equal to the surface binding energy of the projectiles in the case of self bombardment, $E_{s p}=0$ for noble gas ions impacting on the target, and $E_{s p} \approx 1 \mathrm{eV}$ for ions of the hydrogen isotopes [14].

### 2.5 Implementation

The models described in the previous subsections were implemented as an object-oriented (OOP) toolkit in the Python programming language (version 3.9), with extensive


FIGURE 2
Comparison between the estimations provided by the helicon wave dispersion relation of Eq. 1 and experimental data published by Chen ([16]), [17] and [18]. The shaded regions correspond to variations in the estimation of $n_{e}$ when considering the uncertainty in the estimation of $\lambda$, taken as $\pm 50 \%$.
use of routines from the NumPy and SciPy packages. The OOP approach enables a modular design, which allows for the substitution of a particular submodel with an alternative version. The approximate running time for the sensitivity analysis simulations presented in Figures 9, 10 is less than 5 min , on a PC computer having quad-core Intel Core i5-5200 CPU at $2.20 \mathrm{GHz}, 8 \mathrm{~GB}$ of RAM and running the Debian GNU/ Linux operating system.

## 3 Results

### 3.1 Model validation

In order to adjust the parameters in the models described in Section 2 and to verify the accuracy of their estimations, publiclyavailable experimental data from a variety of suitable HPSs has been used for comparison. The chosen experimental data sets match the assumptions and configurations required by each submodel, and sufficient detail has been disclosed regarding the relevant physical and geometrical parameters of the source, enabling the use of the different mathematical expressions.

Figure 2 presents the estimations of $n_{e}$ provided by Eq. 3 of Section 2.1 as a function of the axial magnetic field $B_{0}$, together with experimental data published by Chen [16], Tysk et al. [17] and LaFleur et al. [18]. The parameters obtained for these three validation cases of Figure 2 are listed in Table 1. The chosen data sets are all helicon devices tested with argon gas, using Boswell-

TABLE 1 Experimental parameters obtained for the data sets of Figure 2, used for the validation of the simplified helicon wave dispersion model of Eq. 3.

Chen, 1992

|  | Chen, 1992 | Tysk, 2004 | LaFleur, 2010 |
| :--- | :--- | :--- | :--- | :--- |
|  | $[16]$ | $[17]$ | $[18]$ |
| Ion species | $A r^{+}$ | $A r^{+}$ | $A r^{+}$ |
| $L_{\text {ant }}(\mathrm{m})$ | 0.12 | 0.12 | 0.1 |
| $\lambda(\mathrm{~m})$ | 0.24 | 0.24 | 0.2 |
| $k_{\\|(\mathrm{rad} / \mathrm{m})}$ | 26.18 | 15.71 | 31.42 |
| $R(\mathrm{~m})$ | 0.02 | 0.05 | 0.068 |
| $f\left(\times 10^{6} \mathrm{~Hz}\right)$ | 27.12 | 13.56 | 13.56 |
| $\omega\left(\times 10^{7} \mathrm{rad} / \mathrm{s}\right)$ | 17.04 | 8.52 | 8.52 |

type double saddle antennas or half-helical antennas, which preferentially excite wavelengths of twice their lengths, $\lambda \approx$ $2 \times L_{a n t}$. The parallel angular wave number $k_{\|}$of Eq. 3 is then obtained as $k_{\|}=2 \pi / \lambda$. This estimation is only an approximation, and Figure 2 shows the range of estimated density values accounting for variations in the wavelength $\lambda$ of $\pm 50 \%$ as suggested by Light and Chen [19]. The linear relationship between $n$ and $B_{0}$ present in all experimental data sets is closely matched by the model estimations, particularly for the Chen and LaFleur data sets.

The two separate fluid-models described in Section 2.2 are compared to experimental measurements in Figures 3, 4. The chosen versions of these models are the asymptotic, magnetized regimes. For the case of the radial model [12, 20], Figure 3 shows the normalized radial profile of the plasma density, compared to experimental data from the CSDX device published by Burin et al. [21], from the VX-CR device by Castro et al. [22] and from the PISCES-RF device by Thakur et al. [5, 23], from experimental runs using argon gas as the feedstock in all cases. The published experimental parameters obtained from these experimental data sets are described in Table 2. The reference plasma density $n_{r 0}$ is obtained from the peak density value at $r=0$. In the case of the VX-CR device, the radial coordinates of the published density values in [22] have been adjusted to account for the expansion of the magnetic field lines (and the plasma plume) as they exit the HPS towards the point of measurement. As described by the original authors, the magnetized version of this radial model describes a slow decay of the radial plasma density, which falls rapidly near the radial boundary of the HPS; the experimental data confirms this behavior, with only the VX-CR data approximating the estimated trend. For the purposes of this research, the fact that this magnetized regime of the radial model may overestimate the plasma density near the surface boundary, allows for a more conservative estimation of the boundary etch rates.

The validation of the axial model of Eqs 7-11 with experimental data is presented in Figure 4, where the on-axis


FIGURE 3
Comparison of the radial plasma density distribution estimated by Ahedo's radial model $[12,20]$ and experimental data published by Burin et al. [21], Castro et al. [22], and Thakur et al. [5, 23].


FIGURE 4
Comparison of the distribution of the on-axis plasma density as estimated by Ahedo's axial model [12] and experimental data published by Berisford et al. [3] and Takahashi et al. [24].
plasma density is presented as a function of the axial position inside the cylindrical dielectric containment surface. The experimental data sets are those published by Berisford et al. [3] and Takahashi et al. [24], which once again correspond to experiments running on argon gas. The source parameters used in the estimation are listed in Table 3. It was found that the axial model was able to predict the behavior of the axial density profile,

TABLE 2 Experimental parameters obtained for the validation data sets of Figure 3, used for the validation of Ahedo's radial model in the magnetized case [20, 12], as shown in Eqs 4-6.

|  | Burin, 2005 | Castro, 2013 | Thakur, 2021 | Thakur, 2021b |
| :--- | :--- | :--- | :--- | :--- |
|  | $[21]$ | $[22]$ | $[5]$ | $[23]$ |
| Ion species | $A r^{+}$ | $A r^{+}$ | $A r^{+}$ | $A r^{+}$ |
| $T_{e}(\mathrm{eV})$ | 2.25 | 4.0 | 5.0 | 3.50 |
| $n_{0}\left(\times 10^{19} \mathrm{~m}^{-3}\right)$ | 2.35 | 0.388 | 2.45 | 1.93 |
| $R_{0}(\mathrm{~m})$ | 0.1 | 0.1 | 0.1 | 0.1 |
| $B_{0}(\mathrm{~T})$ | 0.1 |  | 0.09 | 0.09 |

TABLE 3 Experimental parameters obtained for the data sets used in Figure 4, for the validation of Ahedo's axial model in the asymptotic case [12].

|  | Berisford, 2010 | Takahashi, 2017 |
| :--- | :--- | :--- |
|  | $[3]$ | $[24]$ |
| Ion species | $A r^{+}$ | $A r^{+}$ |
| $\mathrm{L}(\mathrm{m})$ | 0.4 | 0.2 |
| $\Delta z(\mathrm{~m})$ | -0.1 | 0.2 |
| $T_{e}(\mathrm{eV})$ | 3.8 | 6.0 |
| $B_{0}(\mathrm{~T})$ | 0.06 | 0.03 |
| $n_{0}\left(\mathrm{~m}^{-3}\right)$ | $1.0 \times 10^{19}$ | $8.0 \times 10^{17}$ |

but an axial displacement $\Delta z=z_{\text {exp }}-z_{\text {mod }}$ was required to match the experimental data, where $z_{\exp }$ and $z_{\text {mod }}$ are, respectively, the experimental axial coordinates and the ones used for the model calculations. The reference plasma density $n_{0}$ is obtained as the asymptotic on-axis density at the downstream boundary of the simulation domain (at the coordinate $z=0$ following the convention of [12]). At this location, the Bohm criterion ( $u_{z=0}=c_{s}$ ) is imposed as a boundary condition, setting the auxiliary variable $\xi=\pi / 4$ according to Eq. 8. As the optimization process described for Eq. 11 when $z=0$ converges to values $\eta_{u} \rightarrow 1$ for these two configurations (complete propellant utilization) Eq. 9 will tend towards a maximum value of 2 for the ratio $n / n_{0}$, which corresponds to the peak on-axis density and can be verified in the experimental data sets.

The sputtering model from [14] is compared to experimental data in Figure 5, for the particular case of argon ions impacting $\mathrm{SiO}_{2}[13,25-27], \mathrm{Al}_{2} \mathrm{O}_{3}[13,26]$ and $\mathrm{Si}_{3} \mathrm{~N}_{4}[25]$ target materials. The sputtering yield is presented as a function of incident ion energy. These materials were chosen as they are some of the most widely used in the construction of practical HPSs, including the VX-CR device analyzed in the next subsection. Eckstein's model, as described by Eqs 14-18, is designed to model the interaction between elemental ions and surface materials. The fitting


FIGURE 5
Estimation of the sputtering yield at normal incidence for argon ions impacting on different dielectric ceramic materials commonly used in HPSs, obtained from the model presented in Section 2.4. The fitting parameters used are those described in Table 4. The estimations are compared to the available experimental data points published for $\mathrm{SiO}_{2}[13,25-27], \mathrm{Al}_{2} \mathrm{O}_{3}[13$, 26] and $\mathrm{Si}_{3} \mathrm{~N} 4$ [25].
parameters available in the literature for these equations [15] only account for this type of target materials. Therefore, some of the required parameters were obtained by averaging the values of the constituting elements of the compound materials, following a technique originally proposed by Berisford et al. [3] when applying the particular sputtering model presented in [13]. Table 4 lists the parameters chosen to represent these compound materials. The atomic number $Z_{t}$, the atomic mass $m_{t}$ and the surface binding energy $S B E_{t}$ for each compound target material were found as a simple arithmetic average between the values corresponding to the two constituent elements in the lattice. SBE data was obtained from [13]. The threshold energy, a key parameter in the analysis of low-temperature devices such as typical laboratory HPSs, was selected as the corresponding value

TABLE 4 Fitting parameters chosen to represent $\mathrm{SiO}_{2}, \mathrm{Al}_{2} \mathrm{O}_{3}$ and $\mathrm{Si}_{3} \mathrm{~N}_{4}$ within the sputtering estimation models presented in Figure 5. The values for the material properties and the fitting parameters were obtained through a combination of averaging and optimization techniques, as described in subsection 3.1

|  | $\mathbf{S i O}_{\mathbf{2}}$ | $\mathbf{A l}_{\mathbf{2}} \mathbf{O}_{\mathbf{3}}$ | $\mathbf{S i}_{\mathbf{3}} \mathbf{N}_{\mathbf{4}}$ |
| :--- | :--- | :--- | :--- |
| $Z_{t}$ | 11.0 | 10.5 | 10.5 |
| $m_{t}(\mathrm{amu})$ | 22.042 | 21.485 | 21.045 |
| $\mathrm{SBE}_{t}(\mathrm{eV})$ | 3.653 | 3.36 | 4.811 |
| $E_{t h r}(\mathrm{eV})$ | 32.8380 | 21.55 | 32.838 |
| $\rho\left(\mathrm{~kg} / \mathrm{m}^{3}\right)$ | 2,648 | 3,987 | 3,170 |
| $\lambda$ | 7.417 | 14.553 | 10.0 |
| $q$ | 3.636 | 3.373 | 3.4777 |
| $\mu$ | 2.339 | 0.397 | 1.363 |

for argon atoms in normal incidence on pure Si in the case of $\mathrm{SiO}_{2}$ and $\mathrm{Si}_{3} \mathrm{~N}_{4}$, and that of pure Al for the case of $\mathrm{Al}_{2} \mathrm{O}_{3}$ [15]. The remaining fitting parameters $\lambda, q$ and $\mu$ were obtained through a least-squares optimization algorithm.

### 3.2 Analysis and investigation of the VX-CR HPS

The VX-CR experiment [22, 28] is a research helicon plasma source (HPS) located at Ad Astra Rocket Company Costa Rica, designed for the study of thermal management and component lifetime issues in the first stage of the VASIMR ${ }^{\circledR}$ [29] engine. Figure 6A shows a simplified diagram of its operating configuration. It consists of a dielectric ceramic cylinder enclosed in a high vacuum chamber with a base pressure of $1.3 \times 10^{-4} \mathrm{~Pa}$. One end of this cylinder is sealed with a dielectric ceramic endcap, with openings to allow the injection of gas into the HPS. This cylinder is surrounded by a half-wavelength helical copper antenna, driven by an external RF subsystem able to deliver up to $13 \mathrm{~kW}_{e}$ of radiofrequency energy to the plasma discharge. The open end of the dielectric cylinder is connected to a $14 \mathrm{~m}^{3}$ exhaust vacuum chamber (not shown in Figure 6), with a baseline pressure of $1.3 \times 10^{-1} \mathrm{~Pa}$. An axial magnetic field is created through two solenoid coils, with the resulting magnetic field intensity profile depicted in Figure 6B. The dielectric boundary surfaces in the VX-CR are at a floating electric potential; this is not always the case for all HPSs, as these elements can be grounded [3] or biased to a particular voltage. Argon is the feedstock gas used in typical operations with the VX-CR and was used in the simulated results described in this subsection.

The models described in Section 2 and validated in Section 3.1 were used to estimate the erosion rates due to plasmamaterial interaction in the VX-CR device. Table 5 shows typical geometrical and operational parameters characteristic
of experimental runs at the VX-CR device, at RF power levels between $1 \mathrm{~kW}_{e}$ and $4 \mathrm{~kW}_{e}$ and using argon gas. The three ceramic materials which have been used for the dielectric components of the device (the cylinder and its boundary endcap) are silicon dioxide $\left(\mathrm{SiO}_{2}\right)$, alumina $\left(\mathrm{Al}_{2} \mathrm{O}_{3}\right)$ and silicon nitride $\left(\mathrm{Si}_{3} \mathrm{~N}_{4}\right)$. Figure 7A presents experimental measurements of the peak RF voltages at the helicon antenna straps as a function of the delivered RF forward power to the system; Figure 7B (adapted from [22]) describes estimations of the electron temperature $T_{e}$ obtained from Langmuir probe data, also as a function of RF forward power.

Figure 8 shows the distribution of normalized plasma density inside the VX-CR HPS, as predicted by the models described in Section 2.2 for the scenario with $T_{e}=5 \mathrm{eV}$. A base density of $n_{0} \approx$ $4.04 \times 10^{18} \mathrm{~m}^{-3}$ is predicted. The maximum estimated plasma density corresponds to $n_{\max } \approx 8.19 \times 10^{18} \mathrm{~m}^{-3}$, while the mean plasma density is $n_{\text {avg }} \approx 3.04 \times 10^{18} \mathrm{~m}^{-3}$.

The estimated plasma density values shown in Figure 8 were used to obtain the approximate values along the upstream axial $(\hat{z} \rightarrow-1)$ and radial $(\hat{r} \rightarrow 1)$ boundaries of the dielectric cylinder. The radial and axial resolutions used in this particular simulation, $\Delta r$ and $\Delta z$, are shown in Table 5; although they exceed the Debye lengths present in both simulation boundaries, the density values obtained along these regions, $\quad n_{\hat{z} \rightarrow-1}=n_{r}[\hat{r}, \hat{z}=-1+(\Delta z / L)] \quad$ and $n_{\hat{r} \rightarrow 1}=n_{r}[\hat{r}=1-(\Delta r / R), \hat{z}]$, have been used as reference values for the plasma density at these inner surfaces.

These density estimations along the radial and axial boundaries were used to calculate the etch rates along these surfaces due to the potential created at the wall by the sheath. The electron temperature $T_{e}$ was used as an input to Eq. 12 in order to estimate the potential developed by the inner surfaces, under the assumption that they are floating (isolated from any induced voltages, as is the case in the VX-CR device). Under the cold ion approximation, this potential is taken as the energy obtained by the ions as they traverse the sheath. The sputtering yield was calculated for the case of normal incidence Eq. 14 along the axial and radial boundaries. The etch rate $E$, defined as the ratio of surface etch depth per unit of time, was calculated through the expression

$$
\begin{equation*}
E=\frac{\Gamma_{i} Y M_{m}}{\rho_{t} N_{A}} \tag{20}
\end{equation*}
$$

where $\Gamma_{i}=n_{b} u_{B}$ is the incident ion flux (with $n_{b}$ the plasma density along the boundary), $M_{m}$ and $\rho_{t}$ are the molar mass and mass density of the surface material and $N_{A}$ is Avogadro's constant.

The results of the etch rate calculations are shown in Figure 9, where etch rate estimations are presented for the axial boundary (Figures A-C) and the radial boundary (Figures D-F). Results are shown for the three different dielectric materials previously analyzed $\left(\mathrm{SiO}_{2}, \mathrm{Al}_{2} \mathrm{O}_{3}\right.$ and $\left.\mathrm{Si}_{3} \mathrm{~N}_{4}\right)$, and three chosen values of


FIGURE 6
(A) Diagram of the VX-CR research helicon device. The axial magnetic field is produced through two solenoid coils, 1 in the HPS region and 2 located downstream of the source. The HPS itself is located inside a high-vacuum chamber to prevent arcing from the voltages present in the RF subsystem. 3 represents the upstream dielectric boundary of the source and this is the point where gas injection occurs (not shown). 4 represents the dielectric cylindrical boundary of the HPS, as well as the approximate location of the helicon antenna straps. 5 marks the location of a reciprocating Langmuir probe used to obtain ion current density and plasma density readings. 6 describes the downstream section of the HPS, interfaced to a vacuum chamber and a pumping system (not shown). (B) Experimental measurements of the magnetic field intensity $B_{0}$ at the HPS axis as a function of the $z$ axial position. The coordinate system has its origin at the exit boundary of the HPS dielectric cylindrical boundary, following the convention established in section 2.2. Measurement uncertainties for the values of $B_{0}$ are less or equal than 0.0008 T .

TABLE 5 Geometrical and physical parameters used for the simulation results of the VX-CR device presented in Section 3.2. The values of $T_{e}$ and $V_{\text {max, RF }}$ correspond to three separate scenarios, and were obtained from the regression described in Figure 7.

| Parameter | Value |
| :--- | :--- |
| $\mathrm{R}(\mathrm{m})$ | 0.045 |
| $\mathrm{~L}(\mathrm{~m})$ | 0.226 |
| $B_{0}(\mathrm{~T})$ | 0.1 |
| $T_{e}(\mathrm{eV})$ | $3.0,5.0,10.0$ |
| $\dot{m}(\mathrm{~kg} / \mathrm{s})$ | $1.785 \times 10^{-3}$ |
| $n_{n 0}\left(\mathrm{~m}^{-3}\right)$ | $1.5 \times 10^{20}$ |
| $\Delta r(\mathrm{~m})$ | $9 \times 10^{-5}$ |
| $\Delta z(\mathrm{~m})$ | $2.26 \times 10^{-4}$ |
| $f_{R F}(\mathrm{~Hz})$ | $13.56 \times 10^{6}$ |
| $V_{\text {max,RF }}(\mathrm{V})$ | $111.30,165.66,301.56$ |
| Ion species | $\mathrm{Ar}^{+}$ |
| Dielectric materials | $\mathrm{SiO}_{2}, \mathrm{Al}_{2} \mathrm{O}_{3}, \mathrm{Si}_{3} \mathrm{~N}_{4}$ |

the electron temperature. Since the simulation provides the ions with an energy equal to the floating potential obtained by the dielectric walls, the results depend on both $T_{e}$ and the threshold energy for sputtering $E_{t h r}$ in each case. Figure 5 had shown that $\mathrm{Al}_{2} \mathrm{O}_{3}$ has a lower threshold energy than $\mathrm{SiO}_{2}$ and $\mathrm{Si}_{3} \mathrm{~N}_{4}$ according to the sputtering model, and that is the reason why the cases simulating silicon dioxide and silicon nitride present etching only at the higher values of the electron temperature, corresponding to the only scenarios where the wall floating potential produced by the plasma sheath is larger than $E_{t h r}$. For the scenarios involving aluminum nitride, no sputtering occurs for the cases with $T_{e}=3.0 \mathrm{eV}$.

The low-frequency RF sheath model from [13], presented in Section 2.3, can be used to estimate the etch rate produced in certain regions of the radial boundary of the dielectric cylinder due to the vicinity of the helicon antenna straps. Table 5 presents the frequency $f$ and peak voltage $V_{\text {max, RF }}$ present in the helicon antenna straps of the VX-CR device. Using Eq. 13 and assuming


FIGURE 7
Experimental data obtained from the typical operation configuration of the $V X-C R$ helicon plasma source, adapted from [22]. (A) shows the measurements of the peak voltage $V_{p}$ in the VXCR helicon antenna, measured at the external RF feed line, as a function of the measured RF forward power coupled into the system. A linear regression has been calculated for these data points, with the resulting expression shown in the plot. (B) shows the estimated values for the electron temperature $T_{e}$ as a function of RF forward power, obtained from measurements with the reciprocating Langmuir probe. Experimental techniques and measurement uncertainties for these data points have been described in [22]
that the voltages present in the copper terminals of the antenna are directly induced in the nearby inner surfaces of the dielectric cylinder of the HPS (as suggested by the results presented by [3, 7]), the incident ion energy distribution can be calculated. Once again using the cold ion approximation and assuming the ions are accelerated at normal incident only by the RF sheath voltage, the mean sputtering yield $\bar{Y}$ due to the low-frequency RF sheath can be obtained as a function of the axial position along the inner surface of the dielectric cylinder through the expression

$$
\begin{equation*}
\bar{Y}(\hat{r}=1, \hat{z})=\int_{0}^{V_{\max , \mathrm{RF}}} Y(E) \cdot g_{i}(E, \hat{z}) \cdot d E . \tag{21}
\end{equation*}
$$

The average value of the sputtering yield, $\bar{Y}$ can then be used within Eq. 20 to estimate the etch rate at any potential axial location of the helicon antenna straps along the radial boundary. The results are presented in Figure 10 for the same three candidate materials and $T_{e}$ values as in Figure 9, where estimations are depicted for the etch rate along the entire radial boundary. Given the higher voltages induced by the RF subsystem in the helicon antenna, erosion is present in all


FIGURE 8
Estimated plasma density distribution in the VX-CR device [22, 28], as estimated by Ahedo's model [12, 20]. The relevant geometrical and physical parameters used for this simulation are listed in Table 5. The reference plasma density $n_{0}$ is calculated as the ratio of the axial flow rate of heavy species per unit area $g_{0}$ and the ion Bohm velocity, $n_{0}=g_{0} / c_{5}$, and has a value of $n_{0} \approx$ $4.04 \times 10^{18} \mathrm{~m}^{-3}$ in this particular simulation.
configurations. These results are once again dependent on the sputtering threshold energy and the electron temperature. They are also a function of the voltages produced in the RF subsystem, which is an element external to the HPS and may differ between different practical implementations.

## 4 Discussion

### 4.1 Practical estimation of erosion within HPSs

The analysis of sputtering and erosion phenomena within HPSs is dependent on understanding the behavior of key properties of the plasma throughout the source and particularly in the vicinity of the physical boundary surfaces of interest, with density and temperature being the most relevant parameters. Published experimental results identify two main modes of plasma-material interaction relevant to the estimation of erosion rates in the plasma-facing components of HPSs, which were shown in Figure 1B. Region (1) in the figure describes the acceleration of ions towards the boundary surfaces due to the potential obtained by the floating wall due to the formation of the sheath; the ions will obtain the energy difference between the plasma potential and the wall potential, $\Delta \phi_{p-w}=\phi_{p}-\phi_{w}$. When using the cold ion approximation, $\left|\phi_{p}\right| \ll\left|\phi_{w}\right|$ is often assumed. This DC sheath is present along all plasma-facing boundary surfaces. Region (2) in the diagram describes the interaction

Estimated Etch Rates at Axial Boundary ( $z=-L$ )


FIGURE 9
Estimated etch rates at the inner surfaces of the boundary dielectric containment material in the VX-CR device, as obtained through the combination of the density distribution, sheath and sputtering models described in Section 2. The etch rates for the axial ( $z=-L$ ) boundary, the endplate located at the upstream end of the dielectric cylinder, are presented in the top row in plots (A), (B) and (C); the corresponding etch rates for the radial $(r=R)$ boundary, the inner surface of the dielectric cylinder, are presented in the bottom row in plots (D), (E) and (F). Estimations are presented for three different dielectric ceramic materials $\left(\mathrm{SiO}_{2}, \mathrm{Al}_{2} \mathrm{O}_{3}\right.$ and $\left.\mathrm{Si}_{3} \mathrm{~N}_{4}\right)$ and three reference values for the electron temperature $T_{e}$. Plots are shown only for those scenarios where the ion energies surpass the corresponding threshold energy for sputtering, $E_{0} \geq E_{\text {thr }}$
between the ions and the RF sheath produced by the oscillation voltages induced in the vicinity of the location of the helicon antenna straps, dependent on the operation of the RF subsystem external to the HPS. This particular type of sheath, present at specific discrete locations along the radial $(r \rightarrow R)$ boundary surface, is able to induce potentials $\phi_{R F}$ at the wall typically much larger than those produced by the DC sheath. Practical implementations of HPS commonly rely on RF generators operating in the high-frequency band ( $6.78 \mathrm{MHz}, 13.56 \mathrm{MHz}$ and other typical commercial frequencies), which enable the use of the low-frequency sheath model described in Section 2.3 when the proper conditions are met.

The plasma density profile along the inner surfaces of the dielectric boundaries of a HPS has a direct influence on the magnitude of the rate of erosion throughout these regions, since the incident ion flow rate $\Gamma_{i}$ is directly proportional to $n_{b}$. In the present approach, the distribution of plasma density has been obtained through the use of the uncoupled models of Section 2.2 for cylindrical geometries, which correspond to the asymptotic
limit of the models presented by Ahedo et al. [12]. The radial model Eqs 4-6 produces the classical diffusion profile based on the zero-order Bessel function. Figure 3 shows how the simulated profile tends to overestimate the radial density value as $r \rightarrow R$ when compared to experimental data, which will produce conservative values of the ion flow rate towards the surface.

The axial model of Eqs 7-11 describes the axial distribution of plasma density along the central axis of the cylindrical geometry, as a function of the reference density $n_{0}=g_{0} / c_{s}$ obtained from the axial flow rate of ions and/or neutrals $g_{0}=$ $\dot{m} /\left(m_{i} \pi R^{2}\right)$ and the Bohm velocity $c_{s}$. The axial density profile is dependent on the auxiliary coordinate $\xi$ and the parameter $\eta_{u}=$ ( $n_{z=0} / n_{0}$ ), which corresponds to the propellant utilization factor in electric propulsion applications. The mapping $\xi(z)$ to the physical dimension is obtained by analyzing Eq. 11 at the downstream boundary $z=0$. The density distribution, provided by Eq 9, presents a maximum value determined by the location of $\xi=0$ and located towards the upstream boundary of the simulation domain. The axial spread of this density


FIGURE 10
Estimation of the etch rate at the radial boundary $r=R$, the inner surface of the dielectric cylinder, due to the low-frequency RF sheath induced by the vicinity of the straps of the helicon antenna, using a method derived from the approach by Berisford et al. [3]. These plots represent the estimated etch rates for all possible locations of these external sources of RF excitation; actual devices typically have these antenna conductors at specific particular locations. Results are presented for three different candidate materials ( $\mathrm{SiO}_{2}, \mathrm{Al}_{2} \mathrm{O}_{3}, \mathrm{Si}_{3} \mathrm{~N}_{4}$ corresponding to plots ( $\mathrm{A}-\mathrm{C}$ )), and three values to of the electron temperature $T_{e}$.
distribution is dependent on the parameter $L_{\star}$ appearing in Eq. 11. This parameter is inversely proportional to the ionization rate $R_{i o n}$, which is a function of $T_{e}$; this rate and the collisional ones $R_{i e}, R_{i n}$ and $R_{e n}$ can be calculated following the formulas provided by [12].

The combination of the models discussed in Section 2 allows for a computationally-inexpensive approximation to sputtering and erosion phenomena within HPSs, as they use uncoupled steady-state fluid expressions for the axial and radial distribution. These are then combined to produce a complete 2D map of the density distribution such as the one in Figure 8. The density decay described by the radial model is combined with the density distribution profile along the cylinder axis provided by the axial model. The values at the cylinder boundaries can then be extracted and used as inputs to the sheath models of Section 2.3 , in order to estimate the energy obtained by the ions as they impact the wall. The sputtering models are then used to predict the sputtering yields and corresponding etch rates.

Figures 9, 10 show how the estimated etch rates for the VXCR device at the axial boundary (the upstream endplate at $z \rightarrow-L$ ) are about four orders of magnitude larger than the ones produced at the radial boundary for either the DC sheath scenario (plots $d, e$ and $f$ of Figure 9) or the low-frequency RF sheath estimation (Figure 10). This is a product of the larger density values present along that boundary surface, which is impacted along the whole range of the radial coordinate $0<r<R$ at the axial location $z=-L$. For the case of the radial boundary ( $r \rightarrow R$, the inner surface of the dielectric cylinder), the etching produced by the DC sheath potential (Figure 9D-F) is smaller than that produced by the voltages induced by the low-frequency RF sheath (Figure 10). This depends on the particular electrical configuration of the external RF subsystem. In the case of the VX-

CR, the RF subsystem is designed to operate at high current levels in order to reduce the voltage magnitude in the RF feed lines. Nevertheless, the average voltages during the negative part of the sinusoidal RF cycle weighted according to the distribution function described in Eq. 13 are larger than those produced by the sheath at the floating walls. For the case of helicon systems with grounded boundary surfaces, the energy of the ions reaching the wall would depend on the magnitude of the plasma potential $\phi_{p}$ and the ion energy distribution function within the plasma, and it is even less likely that the acceleration through the sheath can produce any etching as previously described by Berisford et al. [3].

### 4.2 Model limitations and potential improvements

The accuracy of the etch rate estimations provided by the model are conditioned by the validity of its assumptions. The simple magnetic field configuration of Figure 1, with a constant axial $B_{0}$, is not the case for most practical HPS implementations. Devices with discrete solenoid cells might present a cusped profile, while other devices might include regions of higher intensity, mirror configurations and other scenarios. When the magnetic field lines intersect directly with the boundary surfaces, regions of direct impingement will produce localized spots of energy deposition and erosion [6, 7]. Since the radial model chosen is an asymptotic approximation for the magnetized regime, the radial density profile is not dependent on the magnetic field intensity and does not capture the effect of modifying $B_{0}$ on the radial ion diffusion.

The electron temperature $T_{e}$ is assumed constant, and is an input parameter to both models. It plays a key role in defining the collisional rates and the sheath potentials. A constant $T_{e}$ results from the steady-state condition of the discharge and sufficient electron confinement [20]. This value of $T_{e}$ can be estimated from global input and output parameters of the HPS, such as the total power coupled through the RF subsystem and the particle flow rate through the system boundaries, by using a power balance model (such as the ones described in $[12,30,31]$ ). This would also enable the use of engineering models of the external RF subsystem for the calculation of the voltages present at the helicon antenna terminals as a function of the coupled RF power. These values could then be used as inputs to the RF sheath models for the estimation of sputtering and etching in the locations near the antenna straps.

The condition of constant axial $B_{0}$ is rarely accomplished in practical helicon devices with a cylindrical geometry, either because the magnetic field is not produced through a single magnetic cell or due to the deliberate configuration of variable magnetic field intensities with the purpose of producing mirror effects or modifying the performance of the source. If the field lines diverge and intersect the inner surface of the dielectric cylinder, the kinetic energy of the ions along the direction parallel to the field lines is compounded with the acceleration due to the sheath potentials, and significant etching may occur at the impact points [32]. A variable $B_{0}$ will also produce magnetic field lines which are not parallel to the dielectric cylinder axis at regions near the inner boundary surfaces, and the use of sheath models considering oblique magnetic fields [33] might be necessary.

The presence of a non-parallel magnetic field also contributes to the ions having an impact angle different than normal incidence, requiring the use of the angular sputtering formulas described in Section 2.4 instead of the simpler normal-incidence scenarios used in Figures 9, 10. Another aspect of the sputtering models that needs further research is the lack of accurate experimental data, and therefore the corresponding fitting parameters required by the sputtering expressions, for dielectric ceramic compounds at the low energy ranges typical of HPSs. Parameters such as the threshold energy $E_{t h r}$ play a critical role in the estimation of etching rates, yet most of the available data and models such as the ones in Section 2.4 have been developed in scenarios where ions impact monoatomic targets. The present approach averaged several parameters of Eqs 14-16 between the values corresponding to the constituting elements of the dielectric compounds; however the values for the threshold energy $E_{t h r}$ were obtained from those corresponding to argon ions impacting monoatomic silicon and aluminum, which resulted in the best correlations with published experimental sputtering data.

## 5 Conclusion

The development and validation of a set of modeling tools designed for the investigation of sputtering and erosion phenomena within the plasma-facing surfaces of a helicon plasma source (HPS) has been presented. It is based on the combination of a 2D fluid-based model for the distribution of plasma density within the HPS (based on the work of Ahedo et al. [12]), sheath models for the estimation of the wall potential in the case of floating surfaces and low-frequency RF fields [13], and a sputtering model based on the work of Eckstein et al. [14]. Relying on the use of steady-state analytical expressions derived from first-principles approximations or empirical models, it aims to provide computationally-inexpensive estimations of the etch rates along the inner boundary surfaces of a HPS. This information is critical for applications of HPSs where long operational times are desired, such as electric propulsion engines or high-power sources for the research of fusion-relevant plasma-material interactions.

The individual components of the model have been validated against published experimental data, centering on the case of argon discharges in sources using silicon dioxide, alumina and silicon nitride components as boundary surfaces. Since the chosen sputtering model was not developed to simulate compound materials, average values were used for the properties of the target material atoms, and the fitting parameters in the model were obtained through an optimization algorithm. The threshold energy for sputtering was selected as that of argon atoms impacting monoatomic silicon or aluminum. This approach yielded the best correlation with published data. This strategy can be adapted to other ion species and target materials, and represents an improvement of previously published techniques using empirical analytical models for the analysis of sputtering on dielectric compound materials such as the approach described in [3]. The subsequent analysis showed how the threshold energy for sputtering $E_{t h r}$ is a critical parameter for the analysis of etching within low-temperature devices such as HPSs.

Estimations of the etch rates due to particle sputtering were obtained for the VX-CR helicon plasma source, as a representative device conforming to the model's assumptions. The highest expected values were found at the upstream boundary, the circular endcap surface, where etch rates between 0.5 and $2.0 \mathrm{~nm} / \mathrm{s}$ were obtained due to the acceleration of ions through the sheath at the axial upstream boundary. For the radial boundary (the inner plasma-facing surface of the dielectric cylinder), these values ranged between 0.5 and $5.0 \times 10^{-14} \mathrm{~m} / \mathrm{s}$. Along this same boundary surface, etch rates produced by the low-frequency RF sheath acceleration are one order of magnitude higher, with averages between 0.25 and $2.5 \times 10^{-13} \mathrm{~m} / \mathrm{s}$. These results confirm previous findings pointing towards the relevance of the voltages induced by the RF sheath under the antenna straps; but also point towards the importance
of controlling the plasma density values in the regions near the upstream axial boundary of the system.

The model presented in this study can potentially be used to guide the physics and engineering design of more robust helicon sources with longer operational lifetime. A discussion is also presented regarding the limitations and possible improvements of this modeling approach, including the estimation of electron temperature from the power balance in the system, the consideration of variable magnetic field intensities and more refined sputtering models for the compounds of interest.
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